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#### Abstract

We study a system with bimolecular irreversible kinetic reaction $A+B \rightarrow \emptyset$ where the underlying transport of reactants is governed by diffusion, and the local reaction term is given by the law of mass action. We consider the case where the initial concentrations are given in terms of an average and a white noise perturbation. Our goal is to solve the diffusion-reaction equation which governs the system, and we tackle it with both analytical and numerical approaches. To obtain an analytical solution, we develop the equations of moments and solve them approximately. To obtain a numerical solution, we develop a grid-less Monte Carlo particle tracking approach, where diffusion is modeled by a random walk of the particles, and reaction is modeled by annihilation of particles. The probability of annihilation is derived analytically from the particles' co-location probability. We rigorously derive the relationship between the initial number of particles in the system and the amplitude of white noise represented by that number. This enables us to compare the particle simulations and the approximate analytical solution and offer an explanation of the late time discrepancies.
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## 1. Introduction

The diffusion-reaction equation (DRE) is a common mathematical model used to describe the dynamics of systems where the interaction of reactants is facilitated by pure diffusion. These systems are ubiquitous and the DRE has been applied in a broad range of scientific fields, including chemistry [1], physics [2-5], biology [6], economics [7-9], social sciences [10], technology transfer [11], warfare studies [12] and ecology [13].

Consider the irreversible bimolecular kinetic reaction $A+B \rightarrow P$. This elementary reaction can be regarded as the fundamental building block of more complex reactions, which can be built as combinations of bimolecular and unimolecular cases [14]. For the sake of simplicity, the product $P$ is neglected in the current study; hence, we focus on the reaction $A+B \rightarrow \emptyset$. We assume the law of mass action is valid in a well-mixed system, i.e., the rate of reaction at a point is linearly proportional to the product of concentrations of $A$ and $B$ at that point [15].

A classical experiment is to consider a reactive system with $A$ and $B$ uniformly mixed throughout with identical initial concentration $C_{A}(x, t=0)=C_{B}(x, t=0)=C_{0}$. For these deterministic initial conditions the evolution of concentrations can be calculated exactly and is well known to scale like $t^{-1}$ at late times. However, this relies explicitly on the assumption of

[^0]a well-mixed deterministic initial condition. If the initial concentrations are stochastic instead of deterministic, i.e., they have some random fluctuation about a mean concentration, the deterministic solution will eventually break down [2,5,16,17].

In particular, at late times the average concentrations drop, and if diffusion is not sufficiently strong to smooth out concentration fluctuations, the fluctuations eventually can become comparable in size or indeed larger than the mean concentration. Thus, areas in which one species is severely or completely depleted relative to the other develop in the domain $[2,4,5]$. The phenomenon of formation of segregated areas, or islands, due to diffusion-limited kinetics, is known as Ovchinnikov-Zeldovich segregation [18]. For reactions to actually occur, reactants have to be co-located, i.e. mixed. Hence, reaction inside islands is limited and mainly prevails on the edges, or interfaces, between them [18]. Thus, incomplete mixing results in a decrease in the overall rate of reaction, when compared with the anticipated rate of a well-stirred system $[2,5,19,1,17,20]$. The average concentration, which scales as $t^{-1}$ in the well-mixed regime, will at late times scale as $t^{-d / 4}$, where $d$ is the number of spatial dimensions [2,4,5,21].

This phenomenon of incomplete mixing was demonstrated experimentally by Monson and Kopelman [22,23] and similar effects are hypothesized as the reason why classical DRE predictions of reactive transport overestimate the reaction rate as measured in experiments. This has been observed in a variety of systems including, but not limited to, flow through porous media [24,25], turbulent flows [26], atmospheric flows [27,28] and biological systems [29].

The occurrence of incomplete mixing motivates improved predictions of mixing [30-36] so as to better predict mixing driven reactive transport [37-44]. Thus, analytical and numerical models capable of capturing incomplete mixing effects are desirable.

For the systems described above, which transition from well-mixed to segregated regimes, semi-analytical solutions for the DRE have been developed by [21,17,45,46], assuming one-dimensional ergodic systems. These solutions were obtained by decomposing the concentration into its ensemble mean and the deviation from it, and developing equations for the moments of concentration deviations. Then, an equation for the mean concentration is obtained by neglecting higher order moments and assuming idealized initial conditions. Finally, an analytical solution of this equation is obtained.

A variety of stochastic simulation algorithms have been introduced to simulate chemical reactions, many of which are built (e.g., [47]) to replicate the models of Smoluchowski [48] or Doi [49]. Both models assume reactions occur when particles are within some interaction radius, the physical basis of which is still subject to debate due to the discrete and linked (i.e., many-body) nature of the reactions, combined with larger-scale correlations in particle number densities [50] that may exist. Other models take a more macroscopic approach, including Gillespie's stochastic simulation algorithm (SSA) [14], which assumes perfect mixing in a volume of $d$-dimensional space (voxel). Such grid-based approaches, such as Cellular Automata [51], particle-grid methods [52] and modified lattice-based Gillespie algorithms [20] typically involve the assumption that a grid cell is well-mixed. This assumption is justified if the characteristic diffusion time across the cell is much smaller than the characteristic reaction time [53]. Further extensions that allow for spatial inhomogeneity by further subdividing space into many voxels of size $h^{d}$ are hampered by the fact that reactions disappear as $h \rightarrow 0$, because the probability of $A$ and $B$ particles coexisting in the same voxel goes to zero. To address this, Isaacson [54] allows reactions to take place among a rigorously-defined neighborhood of voxels, across which perfect mixing prevails. Isaacson [54] favorably compares his results to a Brownian Dynamics simulation [47], in which particles move according to a Gaussian Brownian motion and react according to a rate dictated by continuum diffusion to a fixed (absorbing) reaction radius in the manner of Smoluchowski's model. In doing so, Isaacson shows that the spatial Gillespie method can be modified to converge to a continuous-space particle method. However, in most current voxel-based methods, diffusion is approximated with random mass transfer between nearest-neighbor cells, effectively enforcing finite support and ruling out non-local forms of mass transfer. Additionally, grid-free Lagrangian methods such as Smooth Particle Hydrodynamics (SPH) have also emerged [37, 38]. In SPH, Lagrangian fluid parcels carry masses of reactants, and reactions within each parcel are calculated assuming that it is well-mixed. Thus, similar limitations apply.

A common Lagrangian model for conservative solute transport is the random walk particle tracking method (PT) [55-57]. While it is straightforward to incorporate first order reactions $A \rightarrow \emptyset$ in PT [58-60], a salient question is how to incorporate the bi-molecular case $A+B \rightarrow P$. One approach is to define an effective reaction radius as noted above, and if the distance between a reactive particle pair is smaller than this radius, they can react $[61,62,39]$. However, other than at the molecular scale, this effective radius can be regarded as a tuning parameter whose physical meaning is unclear. Alternatively, a mixed Eulerian-Lagrangian approach maps discrete particle locations onto a grid of concentrations, where reaction rates are calculated and then masses re-interpolated back onto Lagrangian particles [52]. However, this approach is computationally inefficient and still assumes the grid cell is well-mixed. A novel reactive PT (RPT) method was proposed by Benson and Meerschaert [63], where particles carry uniform masses of reactants $A$ or $B$, and in every time step move by a classical random walk. At any time, each particle pair of reactants will have a (unique) probability to react with each other. This probability follows rigorously and directly from the principles of the law of mass action and Brownian motion [64]. The probability is proportional to the reaction rate as well as the co-location probability density associated with the distance between particle pairs. Hence, particles that are close together have a higher probability of reaction than particles who are far apart. In [64] the authors showed that the algorithm of [63] converges to the diffusion-reaction equation.

The RPT algorithm of Benson and Meerschaert [63] is similar in concept to the Green's function approach of [65], with some exceptions. First, van Zon and ten Wolde [65] choose a maximum timestep that is tied to limiting every particle to interacting with only its nearest neighbor. The algorithm of [63] calculates collision probabilities with all nearby partners and the reactions proceed on a stochastic basis. Second, the algorithm in [63] does not define a fixed radius of interaction and is
not restricted to diffusive motion of particles; it can be extended to spatially non-local processes such as Lévy motion [17], where a simple interaction radius may be impossible to define. Third, Benson and Meerschaert [63] maintain a non-zero survival probability when particles are collocated. The probability of reaction is the product of independent probabilities of collision and reaction given a collision. For fast reactions the probability of reaction given a collision is high, while for slow reaction it may be low. Their original study [63] only considered a one-dimensional case, but showed that this RPT scheme naturally transitions from the well-mixed $t^{-1}$ regime to the incompletely mixed $t^{-1 / 4}$ one. We have extended the RPT approach to $d=2,3$ and have shown that it converges to the appropriate DRE equation in the limit of small time step [64]. This RPT method has been shown to reproduce experimentally observed reaction rates, where classical well-mixed models fail to match observed reaction rates [66].

In this paper we explore the connection between the RPT numerical method and semi-analytical solutions of the DRE. In Section 2, we derive an approximate $d$-dimensional semi-analytical solution of the mean concentration, for the case where $C_{A}(t=0)=C_{B}(t=0)=C_{0}$. The solution approach is based on the moment equation method and is for any general $d$-dimensional system, extending the 1-d approaches of [21,17,45]. In Section 3 we describe in detail the numerical RPT approach in $d$ dimensions; we formally quantify the stochastic nature of the initial condition, discuss numerical approximations of the algorithm and derive time stepping limitations for the algorithm. In Section 4 we compare the results of the RPT model and the semi-analytical model, and offer explanations for any discrepancies between the two models, particularly at late times.

## 2. Analytical model

### 2.1. System definition and governing equations

We consider a bimolecular reactive system where transport of constituents is driven by diffusion. Two components in this system, $A$ and $B$, react kinetically and irreversibly with one another such that $A+B \rightarrow \emptyset$. For simplicity, we assume that the product of the reaction plays no role in the system and can be neglected. For an infinite $d$-dimensional space the governing equation for transport of the components is the diffusion-reaction equation (DRE)

$$
\begin{equation*}
\frac{\partial C_{i}}{\partial t}=D \nabla^{2} C_{i}-k C_{A} C_{B}, \quad i=A, B \quad-\infty<\mathbf{x}<\infty \tag{1}
\end{equation*}
$$

where the concentration of component $i$ is given by $C_{i}=C_{i}(\mathbf{x}, t)$ [ $\left.\mathrm{mol}^{-d}\right], D$ is the diffusion coefficient $\left[\mathrm{L}^{2} \mathrm{~T}^{-1}\right]$, and $k$ [ $\mathrm{L}^{d} \mathrm{~mol}^{-1} \mathrm{~T}^{-1}$ ] is the reaction rate constant. The reaction rate $r=k C_{A} C_{B}$ is assumed to be given by the law of mass action.

### 2.2. Solution for well-mixed system

When the system is well-mixed in space at all times, concentrations are constant in space and the diffusion term in Eq. (1) can be dropped. For this case, called the thermodynamic limit, well-known analytical solutions exist. For the simplest case, where the initial average concentrations are equal $C_{A}(t=0)=C_{B}(t=0)=C_{0}$, Eq. (1) becomes $\partial C_{i} / \partial t=-k C_{i}^{2}$, and its solution is

$$
\begin{equation*}
C_{i}(t)=\frac{C_{0}}{1+C_{0} k t} \tag{2}
\end{equation*}
$$

which scales as $t^{-1}$ at late times.

### 2.3. Solution for a system with concentration fluctuations

Keeping the thermodynamic limit in mind, we are interested in the more complex case where concentrations have some random initial distribution, and the system is not continuously well mixed; for this setup concentration evolves by diffusion as described by the DRE (1). To this end, we decompose concentrations into mean and fluctuation terms, such that

$$
\begin{equation*}
C_{i}(\mathbf{x}, t)=\overline{C_{i}}(t)+C_{i}^{\prime}(\mathbf{x}, t) \tag{3}
\end{equation*}
$$

where the overbar refers to the ensemble average and the prime to the zero mean fluctuations about the average. Let us assume the system is ergodic, such that the ensemble average and spatial average are interchangeable, and only depend on $t$. Restrictions associated with the assumption of ergodicity are discussed, for example, in [45]. Broadly speaking the larger the physical domain, the better the assumption of ergodicity as larger domains can carry the full ensemble of statistics. Let us also assume that the initial concentration distributions of species $A$ and $B$ have identical statistical structure at $t=0$. These assumptions allow us to obtain an analytical solution for the problem, but are not required for numerical simulation. With these assumptions, the spatial averages of the initial concentrations of $A$ and $B$ are equal, i.e.

$$
\begin{equation*}
\bar{C}_{A}(t=0)=\bar{C}_{B}(t=0) \equiv C_{0} \tag{4}
\end{equation*}
$$

and clearly, due to the $1: 1$ stoichiometric ratio of the reaction, their average concentrations are equal for all $t \geqslant 0$, i.e.

$$
\begin{equation*}
\bar{C}_{A}(t)=\bar{C}_{B}(t) \equiv \bar{C}(t) . \tag{5}
\end{equation*}
$$

Substituting (3) into (1) and taking the ensemble average of the equation, we obtain an equation for the average concentration such that

$$
\begin{equation*}
\frac{d \bar{C}}{d t}=-k\left(\bar{C}^{2}+\overline{C_{A}^{\prime} C_{B}^{\prime}}\right), \tag{6}
\end{equation*}
$$

where the last term $\overline{C_{A}^{\prime} C_{B}^{\prime}}=\overline{C_{A}^{\prime}(\mathbf{x}, t) C_{B}^{\prime}(\mathbf{x}, t)}$ is the cross-covariance between concentration deviations. For a highly mixed system, this term is negligible compared to the other terms in the equation, but this is no longer the case when species segregation occurs. During segregation $A$ and $B$ typically develop anti-correlation so this term becomes negative, slowing the mean reaction rate.

Ultimately, we want to solve for the average concentration $\bar{C}$, but to do this we have to solve for the cross-covariance. With this in mind, we combine the equation for the mean concentration (6) into the DRE (1) to get

$$
\begin{equation*}
\frac{\partial C_{i}^{\prime}}{\partial t}=D \nabla^{2} C_{i}^{\prime}-k \bar{C}\left(C_{A}^{\prime}+C_{B}^{\prime}\right)-k C_{A}^{\prime} C_{B}^{\prime}+k \overline{C_{A}^{\prime} C_{B}^{\prime}} \tag{7}
\end{equation*}
$$

to obtain an evolution equation for the concentration deviation.

### 2.3.1. Moment equations and initial conditions

Equations for the evolution of the autocovariance $f(\mathbf{x}, \mathbf{y}, t)=\overline{C_{A}^{\prime}(\mathbf{x}, t) C_{A}^{\prime}(\mathbf{y}, t)}$ and the cross-covariance $g(\mathbf{x}, \mathbf{y}, t)=$ $\overline{C_{A}^{\prime}(\mathbf{x}, t) C_{B}^{\prime}(\mathbf{y}, t)}$ can be obtained from (7). Details of the derivation are given in Appendix $A$; the resulting moment equations are

$$
\begin{align*}
& \frac{\partial f}{\partial t}=2 D \nabla^{2} f-2 k\left[\bar{C}(t)(f+g)+h_{1}\right],  \tag{8}\\
& \frac{\partial g}{\partial t}=2 D \nabla^{2} g-2 k\left[\bar{C}(t)(f+g)+h_{1}\right], \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
h_{1}(\mathbf{x}, \mathbf{y}, t)=\overline{C_{A}^{\prime}(\mathbf{x}, t) C_{B}^{\prime}(\mathbf{x}, t) C_{A}^{\prime}(\mathbf{y}, t)} \tag{10}
\end{equation*}
$$

is a third order moment. Taking the sum and the difference of (8) and (9), we get two independent equations for $f+g$ and $f-g$,

$$
\begin{align*}
& \frac{\partial}{\partial t}(f+g)=2 D \nabla^{2}(f+g)-4 k\left[\bar{C}(t)(f+g)+h_{1}\right], \\
& \frac{\partial}{\partial t}(f-g)=2 D \nabla^{2}(f-g) . \tag{11}
\end{align*}
$$

An approximate solution of these equations, subject to specified initial conditions, can be obtained by neglecting the third order moment $h_{1}$. This is justified when $\left|\overline{C_{A}(t)}(f+g)\right| \gg\left|h_{1}\right|$. We shall later return to examine this assumption, using results from numerical simulations.

Various initial conditions could be assumed for $f$ and $g$. Since we are ultimately interested in showing the correlation between numerical particle models and the analytical solutions of the system, we will focus on synthetic initial conditions that match those imposed in the numerical simulations (see next section). Thus we assume that the cross-covariance is identically zero, whereas the autocovariance is described by a Dirac delta function, i.e.

$$
\begin{align*}
& f(\mathbf{x}, \mathbf{y}, t=0)=\sigma^{2} l^{d} \delta(\mathbf{x}-\mathbf{y}), \\
& g(\mathbf{x}, \mathbf{y}, t=0)=0, \tag{12}
\end{align*}
$$

where $\sigma^{2}$ is the concentration variance and $l$ the correlation length. For these initial conditions, the solutions of (11), neglecting $h_{1}$, are

$$
\begin{align*}
& (f-g)(\mathbf{x}, \mathbf{y}, t)=\frac{\sigma^{2} l^{d}}{(8 \pi D t)^{d / 2}} e^{-\frac{\left(\mathbf{x}-y^{2}\right.}{8 D t}}, \\
& (f+g)(\mathbf{x}, \mathbf{y}, t)=\frac{\sigma^{2} l^{d}}{(8 \pi D t)^{d / 2}} \exp \left[-\frac{(\mathbf{x}-\mathbf{y})^{2}}{8 D t}-4 k \int_{0}^{t} \bar{C}\left(t^{\prime}\right) d t^{\prime}\right] . \tag{13}
\end{align*}
$$

Taking the difference of Eqs. (13), and setting $\mathbf{y}=\mathbf{x}$,

$$
\begin{equation*}
g(\mathbf{x}, \mathbf{x}, t)=\frac{\sigma^{2} l^{d}}{2(8 \pi D t)^{d / 2}}\left(-1+\exp \left[-4 k \int_{0}^{t} \bar{C}\left(t^{\prime}\right) d t^{\prime}\right]\right) \tag{14}
\end{equation*}
$$

which can now be substituted into (6) to obtain a closed-form, albeit implicit, equation for the mean concentration:

$$
\begin{equation*}
\frac{d \bar{C}}{d t}=-k \bar{C}^{2}-\frac{k}{2} \frac{\sigma^{2} l^{d}}{(8 \pi D t)^{d / 2}}\left(-1+e^{-4 k \int_{0}^{t} \bar{C}\left(t^{\prime}\right) d t^{\prime}}\right) \tag{15}
\end{equation*}
$$

subject to initial conditions $\bar{C}(t=0)=C_{0}$. We were unable to obtain a closed form expression for the solution of Eq. (15), but it can be solved numerically. The details of the numerical solution are given in Appendix B.

## 3. Numerical particle tracking model

Benson and Meerschaert [63] proposed a numerical solution method for the diffusion-reaction equation by Monte Carlo simulations of reactive particle tracking (RPT). In their approach, transport and reaction of species is modeled by a large number of particles of constant mass, moving and interacting within a finite domain.

The purpose of using the RPT approach is to obtain a numerical solution for the problem at hand, as described by the DRE (1) and the initial conditions (4) and (12). The key advantage of the RPT approach over the analytical solution is that high order moments are not neglected within the RPT framework. However, RPT is computationally intensive and it can only be applied to a finite domain for the problem at hand. The latter restriction affects the results at late times, as we shall discuss in detail in Section 4.

In the RPT approach, the diffusion of a species is modeled by a Brownian random walk, i.e., during a time step each particle moves by a random distance. The reaction term is modeled by evaluating both the probability of co-location of particles, which is derived from first principles using Brownian motion, and the probability of reaction given co-location derived from the law of mass action (see [14]); it is not a closure or a sub-scale model.

Here we describe, extending the work of [63], how this approach is generalized to any number of dimensions $d=1,2,3$. In all cases presented we consider a finite domain with periodic boundary conditions, but it is straightforward to implement others. For the one-dimensional case, the domain is a line segment of length $\Omega$; for higher dimensions, e.g. $d=2$, 3 , the domain is a hypercube (square or cube respectively), with edge length $\Omega$, such that the volume of the domain is $\Omega^{d}$. In these simple domains, periodic boundary conditions are easy to implement.

### 3.1. Initialization of the simulation

First, we need to set the system of particles so that it complies with the initial condition (4), (12). To this end, $N_{0}$ particles of species $A$ are spread randomly within the domain of size $\Omega^{d}$. The location of the $i$-th $A$ particle is denoted by $\mathbf{X}_{A i}$, where $0 \leqslant X_{A i}<\Omega$. These initial particle locations are chosen by generation of independent and identically distributed (i.i.d.) random variables, i.e. the particles are uniformly distributed on the domain. The concentration field formed by the particles in a single realization is given by

$$
\begin{equation*}
C_{A 0}(\mathbf{x})=C_{A}(\mathbf{x}, 0)=\sum_{i=1}^{N_{0}} m_{p} \delta\left(\mathbf{x}-\mathbf{X}_{A i 0}\right), \tag{16}
\end{equation*}
$$

where the 0 subscript denotes the initial time, and $m_{p}$ [mol] is the number of moles carried by a single particle. Here, due to the ergodicity of the system, $m_{p}$ has a constant value. The average concentration in the system is $C_{0}$, so $m_{p}$ is given by

$$
\begin{equation*}
m_{p}=C_{0} \Omega^{d} / N_{0} \tag{17}
\end{equation*}
$$

The process of attributing random coordinates is repeated for the $B$ particles. The locations of the $A$ and $B$ particles have no correlation, so the initial cross-covariance of concentrations is zero,

$$
\begin{equation*}
\overline{C_{A}^{\prime}(\mathbf{x}, 0) C_{B}^{\prime}(\mathbf{y}, 0)}=0 \tag{18}
\end{equation*}
$$

By contrast, as shown in detail in Appendix C, the autocovariance of the concentrations is approximately a delta function,

$$
\begin{equation*}
\overline{C_{A}^{\prime}(\mathbf{x}, 0) C_{A}^{\prime}(\mathbf{y}, 0)}=\overline{C_{B}^{\prime}(\mathbf{x}, 0) C_{B}^{\prime}(\mathbf{y}, 0)}=C_{0}^{2} \frac{\Omega^{d}}{N_{0}} \delta(\mathbf{x}-\mathbf{y}) \tag{19}
\end{equation*}
$$

so the initial condition can be matched with (12) by imposing

$$
\begin{equation*}
C_{0}^{2} \frac{\Omega^{d}}{N_{0}}=\sigma^{2} l^{d} \tag{20}
\end{equation*}
$$

Thus, if the initial concentration statistics $\sigma^{2} l^{d}$ and $C_{0}$ are known for a given system, the above expression determines the initial particle density, given by

$$
\begin{equation*}
\rho_{0}=\frac{C_{0}^{2}}{\sigma^{2} l^{d}} \tag{21}
\end{equation*}
$$

where $\rho_{0}=N_{0} / \Omega^{d}$. Surprisingly, this implies that in order to simulate a system of a given size with an initial condition that contains a considerable noise, a small number of particles is needed; whereas, if the system has zero noise, an infinite number of particles is needed. The latter case is impractical, and thus our approach is deemed useful as long as there is some noise in the initial concentration of the system. Hence, noisier systems may be more suited to the RPT approach, since it requires less particles, and can be more computationally efficient. Note that noise in natural systems tends to be ubiquitous [24-29]. With the particle density given by (21), we can now rewrite the number of moles carried by a single particle (17) as

$$
\begin{equation*}
m_{p}=\sigma^{2} l^{d} / C_{0} \tag{22}
\end{equation*}
$$

The above results can be generalized to the non-ergodic case, where the initial concentration statistics of the species are given as a function of $\mathbf{x}$. Then, the expected density of the particles, and the number of moles carried by a single particle at location $\mathbf{x}$, are given by

$$
\begin{equation*}
\rho_{0}(\mathbf{x})=\frac{C_{0}(\mathbf{x})^{2}}{\varsigma(\mathbf{x})}, \quad m_{p}(\mathbf{x})=\varsigma(\mathbf{x}) / C_{0} \tag{23}
\end{equation*}
$$

where $C_{0}(\mathbf{x})$ and $\zeta(\mathbf{x})=\sigma^{2}(\mathbf{x}) l^{d}(\mathbf{x})$ are the local mean concentration and white noise magnitude, respectively. While we do not use this generalization in this paper, we highlight it due to the very powerful flexibility in stochastic initial conditions it provides.

### 3.2. Brownian motion

The right-hand side of the DRE (1) contains two terms: a diffusion and a reaction term. In a physical system, diffusion and reaction are simultaneous processes; reaction cannot take place without diffusion. In the numerical model these two contributions are modeled by operator splitting, i.e., two subsequent processes within each simulation time step. First, the particles move by Brownian motion, and then they can react with each other. We note that the order of these steps in the algorithm can be interchanged without consequence.

The dispersive motion is modeled with a random walk, which in each dimension has zero mean and variance $2 D \Delta t$, where $\Delta t$ is the length of the time step. For each particle and in each dimension $1 \leqslant k \leqslant d$, we update the particle coordinate $X_{k}$ to be

$$
\begin{equation*}
\left(X_{k}+\sqrt{2 D \Delta t} \xi\right) \quad \bmod \Omega \tag{24}
\end{equation*}
$$

where $\xi \sim \mathcal{N}(0,1)$ is a standard normal random variable with $\bar{\xi}=0$ and $\overline{\xi^{2}}=1$; and $\bmod$ is the modulus operator. The latter imposes the periodic boundary conditions by bringing a particle which leaves the domain boundary back into the domain through the other side. Note that an anisotropic diffusion can also be implemented with covariance matrix $2 \mathbf{D} \Delta t$.

### 3.3. Reaction decay

### 3.3.1. First order approximation

The second process is reaction, modeled during each time step as the probabilistic decay of a certain number of the particles. Our algorithm loops over all $A$ particles. For a given particle $A_{i}$, we search for "live" $B$ particles that are located within a cutoff radius $\delta=\mathcal{O}(\sqrt{8 D \Delta t})$ of $X_{A_{i}}$. This speeds calculations and is explained in detail in 3.3.3. We sequentially loop through those $B$ particles, $B_{k_{1}}, B_{k_{2}} \ldots$; for each one of them, denoted $B_{k_{j}}$, we calculate the probability of reaction with $A_{i}$. This reaction probability is given by the first order approximation

$$
\begin{equation*}
P_{f}=P_{f}\left(A_{i}, B_{k_{j}}\right)=k m_{p} v(s, \Delta t) \Delta t \tag{25}
\end{equation*}
$$

where $v(s, \Delta t)$ denotes the co-location probability density function (PDF) and $s=\left|\mathbf{X}_{A i}-\mathbf{X}_{B_{k_{j}}}\right|$ denotes the distance between the particles. To grasp the meaning of the co-location PDF, consider the expression $v(s, \Delta t) d \mathscr{V}$. This is the probability that both of the diffusing particles will be within some (arbitrarily located) infinitesimal volume $d \mathscr{V}$.

In the isotropic case where $D$ is constant, the location PDFs are Gaussians with variance $2 D \Delta t$ (see Fig. 1), and the co-location probability density is obtained by the convolving those two Gaussians [63]. The convolution yields a Gaussian with double the variance, i.e. for a constant $D$ the co-location PDF is

$$
\begin{equation*}
v(s, \Delta t)=\frac{1}{(8 \pi D \Delta t)^{d / 2}} e^{-\frac{s^{2}}{8 D \Delta t}} \tag{26}
\end{equation*}
$$



Fig. 1. Illustration of the convolution of two Gaussians in a one-dimensional case. Here, the particles are located at $x_{A}=0$ and $x_{B}=1$, such that $s=1$, and $2 D \Delta t=1$. The green line depicts the product of the particles' Gaussians. The hatched area underneath this line is the convolution of the Gaussians, $v(s, \Delta t)$, as given by Eq. (26). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 2. Flow chart for implementation of particle reaction in the algorithm. $N_{A}$ denotes the number of $A$ particles at the current time step.
whose variance is $4 D \Delta t$. Note that expression (26) can be extended to any types of motion; for example, anisotropic Brownian motion by replacing $v(s)$ with a multi-Gaussian whose covariance matrix is $4 \mathbf{D} \Delta \mathrm{t}$ or by using approximations of a stable density for Lévy motion [17].

Once the reaction probability $P_{f}$ for a given $A, B$ couple is known, a random number $U$, uniformly distributed on $[0,1]$, is generated. If $P_{f} \geqslant U$, the reaction occurs and we "kill" both the $A_{i}$ and $B_{k_{j}}$ particles, i.e., remove them from the system. We then continue to the next $A$ particle, $A_{i+1}$. On the other hand, if $P_{f}<U$, we move on to the next close-by $B$ particle, i.e. $B_{k_{j+1}}$, compute the reaction probability with that particle, compare to a new $U$, and so forth. The process is illustrated visually in a flow chart in Fig. 2.

### 3.3.2. Justification of the first order approximation

The reaction probability can be, in general, calculated without using the first order approximation (25). To this end, one can write the probability of survival of a particle during an infinitesimal time step as

$$
\begin{equation*}
P_{s}\left(t^{\prime}+d t^{\prime}\right)=P_{s}\left(t^{\prime}\right)\left[1-\sum_{i} k m_{p} v\left(\mathbf{s}_{i}, t^{\prime}\right) d t^{\prime}\right] \tag{27}
\end{equation*}
$$

where $t^{\prime}$ is the time, elapsed at the beginning of the time step, and the sum is over all neighboring particles. Thus, the rate of change of this probability is given by

$$
\begin{equation*}
d P_{s} / P_{s}=-\sum_{i} k m_{p} v\left(\mathbf{s}_{i}, t^{\prime}\right) d t^{\prime} \tag{28}
\end{equation*}
$$

and by integration over a time step $\Delta t$, one can approximate the overall reaction probability during time step $\Delta t$ as

$$
\begin{equation*}
P_{f}=1-P_{s}(\Delta t)=1-\exp \left[-k m_{p} \sum_{i} \int_{0}^{\Delta t} v\left(\mathbf{s}_{i}, t\right) d t\right] \tag{29}
\end{equation*}
$$

We applied the expression (29) in RPT simulations and compared the results with ones from the approach based on the first order approximation (25), as described in Section 3.3.1. We have found that the results are practically identical, and therefore adhere to the first order approximation, which is simpler to implement.

### 3.3.3. Cutoff distance and correction term

Due to the periodic boundary conditions, the $A_{i}$ particle can react with any of the $B$ particles in the domain, and with any of the imaginary $B$ particles, reflected by the boundaries. There are an infinite number of such particle pairs, as the reflection is infinite. In practice, it is clear that distant particles have negligible probability of reaction and so for computational efficiency, a cutoff distance $\delta$ related to the co-location probability is placed in the neighbors search,

$$
\begin{equation*}
\delta=a \sqrt{8 D \Delta t} \tag{30}
\end{equation*}
$$

where $a$ is an arbitrary value, chosen large enough to not significantly affect the accuracy of the simulation. Through trial and error and convergence tests, we have found that $a=2$ is high enough to give accurate results in the simulations.

Note that our approach for calculating the probability of reaction is slightly different from the work of Benson and Meerschaert [63]. They used a tent-shaped, piecewise linear function, truncated at $\delta=\sqrt{24 D \Delta t}$, whose integration yields 1 (see Fig. 1b in [63]). In practice, if the time steps are small enough, their approach yields results which are similar to the results obtained using our approach. Note that similar tent functions can be developed for $d=2,3$.

In order to make the particle pair search numerically efficient it is performed using a $k$-d tree range search algorithm [67]. With the $k$-d tree approach, the numerical cost of the search is $\mathcal{O}\left(N_{A} \log N_{B}\right)$, where $N_{A}, N_{B}$ are the number of particles in the system. By comparison, a naïve search would be much more expensive at $\mathcal{O}\left(N_{A} N_{B}\right)$.

For theoretical consistency, the co-location probability density must integrate to unity [64]. Thus a correction factor must be included in (26) such that

$$
v(s)= \begin{cases}\eta^{-1} \frac{1}{(8 \pi D \Delta t)^{d / 2}} e^{-\frac{s^{2}}{8 D \Delta t}} & s \leqslant \delta,  \tag{31}\\ 0 & s>\delta\end{cases}
$$

where $\eta$ is found by integration of (26) to be

$$
\eta= \begin{cases}\operatorname{erf}(a) & d=1  \tag{32}\\ 1-e^{-a^{2}} & d=2 \\ \operatorname{erf}(a)-(2 a / \sqrt{\pi}) e^{-a^{2}} & d=3\end{cases}
$$

For example, if $a=2$, then $\eta \sim 0.995,0.982,0.954$ for $d=1,2,3$, respectively. So, for this choice of cutoff distance, the correction in (31) is relatively small.

If all particles are consumed during the current time step, the simulation ends. Otherwise, the algorithm advances the time counter $t_{n+1}=t_{n}+\Delta t_{n}$, and repeats the Brownian motion and reaction steps.

### 3.4. Restrictions on time discretization by the first order scheme

One of the features that has not been explored with this algorithm is how to select appropriate time-steps. For this study we choose to use a first order scheme in time and here discuss in depth restrictions on the choice of time discretization that should be incorporated in the simulation as a result of the scheme. To start, let us switch to dimensionless variables $C^{*}=\bar{C} / C_{0}$ and $t^{*}=k C_{0} t$. Then expanding with a Taylor series we can write

$$
\begin{equation*}
C^{*}\left(t^{*}+\Delta t^{*}\right)=C^{*}\left(t^{*}\right)+\Delta t^{*} \frac{\partial C^{*}}{\partial t^{*}}\left(t^{*}\right)+\frac{\left(\Delta t^{*}\right)^{2}}{2!} \frac{\partial^{2} C^{*}}{\partial t^{* 2}}+\cdots, \tag{33}
\end{equation*}
$$

where the dots denote terms of higher order. We can justify neglecting second and higher order terms in our scheme if the magnitude of their sum is much smaller than the first order term, i.e.

$$
\begin{equation*}
\frac{\left|\sum_{\nu=2}^{\infty}(\nu!)^{-1} C^{*(\nu)}\left(x, t^{*}\right)\left(\Delta t^{*}\right)^{\nu}\right|}{\left|C^{*(1)}\left(x, t^{*}\right)\right| \Delta t^{*}} \ll 1, \tag{34}
\end{equation*}
$$



Fig. 3. Time discretization.
where $C^{*(\nu)}=\partial^{\nu} C^{*} / \partial\left(t^{*}\right)^{\nu}$ denotes the $v$-th order derivative of $C^{*}$, with respect to time. The expression on the LHS in (34) converges to zero as $\Delta t \rightarrow 0$. Hence, the error of the numerical approach, when compared to the exact solution, gets smaller as $\Delta t \rightarrow 0$. However, given that smaller time steps result in more computational cost, the question is, how big can $\Delta t$ be, without violating requirement (34), and how big is the error induced by a specific choice of $\Delta t$ ?

At early times, we know that fluctuations in concentration play a negligible role and the well-mixed solution (2) is a good approximation of the actual concentration. The $\nu$-th derivative of the well-mixed solution, $C^{*}=1 /\left(1+t^{*}\right)$, is

$$
\begin{equation*}
C^{*(\nu)}=\frac{\partial^{\nu} C^{*}}{\partial\left(t^{*}\right)^{\nu}}=\frac{\nu!(-1)^{\nu}}{\left(1+t^{*}\right)^{v+1}} \tag{35}
\end{equation*}
$$

At late times, segregation can occur and we can represent the various regions in the system by two extreme cases: inside the "islands" there is only one species and no reaction at all, and at the edges of the islands we find both species and they can be well mixed. Given that particle tracking schemes are known to work well for non reactive regions, we assume that the extreme case of a well-mixed region is a limiting factor for the calculation of error. Thus, we use the well-mixed solution in the framework of the error analysis as it is the more difficult constraint to meet.

Substituting (35) in (34), we find that the infinite sum in the numerator in (34) is a geometric series, equal to

$$
\begin{equation*}
\frac{\left(\Delta t_{n}^{*}\right)^{2}}{\left(1+t_{n}^{*}\right)^{2}\left(1+t_{n}^{*}+\Delta t_{n}^{*}\right)} \tag{36}
\end{equation*}
$$

for the $n$-th time step. Here $t_{0}=0$, and $t_{n}^{*}=\Delta t_{0}^{*}+\Delta t_{1}^{*}+\cdots+\Delta t_{n-1}^{*}$ for $n \geqslant 1$ (see Fig. 3). Now we rewrite (34) as

$$
\begin{equation*}
\frac{\Delta t_{n}^{*}}{1+t_{n}^{*}+\Delta t_{n}^{*}} \ll 1 \tag{37}
\end{equation*}
$$

which can be fulfilled by defining the time step length by $\Delta t_{n}^{*}=\epsilon\left(1+t_{n}^{*}\right)$, where $\epsilon \ll 1$ is a small number. It can be proved by induction that $t_{n}^{*}=(1+\epsilon)^{n}-1$. Substituting this result, we finally arrive at

$$
\begin{equation*}
\Delta t_{n}^{*}=\epsilon(1+\epsilon)^{n} \tag{38}
\end{equation*}
$$

i.e. the time step length is initially $\epsilon$, and grows logarithmically from one time step to the next one, by multiplying it by $1+\epsilon$. Such a time discretization may speed up the computation considerably, compared to a constant time step, which could be crucial if our interests lie in late-time results.

### 3.5. Other restrictions on time discretization

Apart from the limitations described in the previous section, a physical limitation exists on the time step length as the probability of the reaction, given by combining Eqs. (25) and (31), must by definition be less than 1, i.e.,

$$
\begin{equation*}
\eta^{-1} k m_{p} \frac{1}{(8 \pi D)^{d / 2}} \Delta t^{1-d / 2} \leqslant 1 \tag{39}
\end{equation*}
$$

This turns out to be a rather strange requirement that depends on the dimensionality of the system,

$$
\begin{align*}
& \Delta t \leqslant \eta \frac{8 \pi D}{k^{2} m_{p}^{2}}: \quad d=1 \\
& 8 \pi D \eta \geqslant k m_{p}: \quad d=2 \\
& \Delta t \geqslant \frac{k^{2} m_{p}^{2}}{(8 \pi D)^{3}} \frac{1}{\eta}: \quad d=3 \tag{40}
\end{align*}
$$

For $d=1$, it sets a limit on the maximum $\Delta t$; for $d=2$, there is no requirement on $\Delta t$, but rather there is one regarding the initial condition (by limiting $m_{p}$ ); and for $d=3$ it sets a limit on the minimum $\Delta t$ to be considered. Thus, in a 3-d setup, a simulation that satisfies this requirement may potentially suffer from error, due to possible violation of (34). This restriction arises from the requirement that a probability must by definition be less than 1 . However, from a practical perspective we ask how important it really is to ensure this requirement over the entire duration of a simulation. By tracking the effect of this restriction over multiple simulations, we have found that, while unphysical, requirement (40) can practically-speaking be neglected, when time steps are defined with (38). To understand this, recall that in fact the
distances between particles are never truly zero, and that as $\Delta t \rightarrow 0$, the exponential term in (31) decays faster then $\Delta t^{1-d / 2}$ grows. Thus, as $\Delta t \rightarrow 0$, the average reaction probability of an arbitrary particle during a time step will diminish. Formally speaking, the average reaction probability is, to first order,

$$
\begin{equation*}
\overline{p_{f}}=-\frac{\Delta \bar{C}}{\bar{C}(t)} \simeq-\frac{d \bar{C} / d t}{\bar{C}(t)} \Delta t \tag{41}
\end{equation*}
$$

where $\Delta \bar{C}$ is the mean change in the concentration in a time step. Thus, in a well-mixed system,

$$
\begin{equation*}
\overline{p_{f}} \simeq \Delta t^{*} /\left(1+t^{*}\right) \tag{42}
\end{equation*}
$$

and at late times, when the system is segregated and $C \sim t^{-d / 4}$, we find

$$
\begin{equation*}
\overline{p_{f}}=\frac{d}{4} \cdot \frac{\Delta t^{*}}{t^{*}} \simeq \frac{d}{4} \cdot \frac{\Delta t^{*}}{1+t^{*}}<\Delta t^{*} /\left(1+t^{*}\right) \tag{43}
\end{equation*}
$$

Thus, as long as time steps are limited by (38), we ensure that $\overline{p_{f}} \ll 1$. Nonetheless a non-physical value $p_{f}>1$ can be obtained for a specific particle couple even when $\overline{p_{f}} \ll 1$, but the probability for this to occur is negligibly small, and these rare instances do not appear to affect the results of our simulations. This assumption should be confirmed by tracking how often such events occur for a given simulation run and if the contrary is true, one must reduce the length of time steps even further to shift $\overline{p_{f}}$ to even lower values.

A third possible limitation on the time step length which should also be considered is having time steps that are sufficiently small that the typical length scale of the Brownian motion and of the reaction, $\sqrt{2 D \Delta t}$, be smaller than the typical distance between particles at any given time step, i.e.

$$
\begin{equation*}
R=\sqrt{2 D \Delta t}\left(\frac{N}{\Omega^{d}}\right)^{1 / d} \ll 1 \tag{44}
\end{equation*}
$$

where $N=N\left(t_{n}\right)$ is the number of particles at the beginning of a time step. The motivation for this requirement is that we want to make sure that nearby particles do not "miss an opportunity" to react when they "fly-by" each other during the Brownian motion process.

## 4. Results

The numerical simulations were performed using a code written in Matlab on a PC with a 2.93 GHz Intel Core i7-870 processor and 16 GB RAM. The maximum number of particles that we were able to model with this machine was about $10^{6}$. On the current machine a larger number of particles slowed the simulations significantly due to memory limitations.

### 4.1. One dimensional system

We start by comparing the results of 1-d particle simulations for various parameters to the approximate analytical solution (15). One set of those results is shown in Fig. 4. This figure showcases the important features of these results: at early times, they are identical with the thermodynamic limit, i.e. the well-mixed solution. This happens because at those early times the fluctuations of concentrations are small compared to the average concentrations.

At later time, the system deviates from the well-mixed solution, as the fluctuations become comparable with the average concentration. At these late times, islands of segregated species start to form, and the rate of reaction scales as $t^{-1 / 4}$. At very late time, the particle simulation starts to deviate from this scaling, due to the fact that the size of the islands becomes comparable to the half-length of the domain and island growth is inhibited by the boundaries. Adjusting the size of the domain, while maintaining the same initial particle density, shows that the deviation from the $t^{-1 / 4}$ scaling is delayed to later time (Fig. 4) for larger domains. Note also that the results of the particle simulations in the incomplete mixing regime ( $t^{-1 / 4}$ scaling) are shifted slightly down from the analytical solution. The reason for this discrepancy is not immediately obvious, but a possible hypothesis is that neglecting the third and higher moments in the analytical solution accounts for the difference. We explore this here.

To calculate the moments of concentration from the particle simulations (e.g., $f(x, y, t)=\overline{C_{A}^{\prime}(x) C_{B}^{\prime}(y)}$ ), the discrete particles were mapped onto a uniformly spaced grid by Gaussian kernels, and the moments were calculated based on concentrations at equally distant points. For example, the concentration of $A$ at a point $x_{k}$ is calculated by

$$
\begin{equation*}
\hat{C}_{A}\left(x_{k}, t\right)=\sum_{i=1}^{N(t)} \frac{m_{p}}{\left(2 \pi h^{2}\right)^{d / 2}} e^{-\left(x_{k}-X_{A i}\right)^{2} /\left(2 h^{2}\right)} \tag{45}
\end{equation*}
$$

where the hat denotes the approximation, $h=\left(\Omega^{d} / N_{0}\right)^{1 / d} \ll \Omega$ is a length scale (the kernel support scale), and $X_{A i}(t)$ is the location of the $i$-th $A$ particle.


Fig. 4. Results of one-dimensional $(d=1)$ particle simulations. (a) Ensemble average of concentration, compared with the solution of the approximate analytical model and the thermodynamic limit. Each of the three red lines represents the average concentration of 40 realizations of particle simulation runs. The parameters in these runs are: $D=0.005, C_{0}=4, k=0.5, \epsilon=0.025, \Delta t_{\max }=50$. All runs have the same initial particle density, $N_{0} / \Omega=10^{4} / 128$. (b) Concentration field at $t^{*}=k C_{0} t=100$, clearly showing the segregation of reactants in the system. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

As a side note, the choice of value of $h$ is important: on the one hand, $h$ needs to be as small as possible to obtain an exact value. On the other hand, we average over a finite set of spatial locations and over a final number of realizations, so $h$ has to be large enough to avoid excessive noise in the calculated moments. The value of $h=\left(\Omega^{d} / N_{0}\right)^{1 / d}$ proved to be a good choice for our needs. These results are consistent with the work of Fernàndez-Garcia and Sanchez-Vila [68], who develop optimal methods for kernel and support scale estimation.

A similar calculation can be done for $\hat{C}_{B}\left(x_{k}, t\right)$; an example is illustrated in Fig. 4(b). Then, the cross-covariance is calculated as

$$
\begin{equation*}
\hat{g}(m \Delta x, t)=\frac{1}{n-m} \sum_{k=1}^{n-m}\left[\hat{C}_{A}\left(x_{k}, t\right)-\bar{C}_{A}\right]\left[\hat{C}_{B}\left(x_{k+m}, t\right)-\bar{C}_{B}\right] \tag{46}
\end{equation*}
$$

where $m=0,1,2, \ldots, \bar{C}_{A}=\bar{C}_{B}=\frac{m_{p} N}{\Omega^{d}}, \Delta x=\Omega / n$, and $n$ is the arbitrary number of the equally distant points. Likewise, the third order moments are obtained by similar expressions, e.g.,

$$
\begin{equation*}
\hat{h}_{1}(m \Delta x, t)=\frac{1}{n-m} \sum_{k=1}^{n-m}\left[\hat{C}_{A}\left(x_{k}, t\right)-\bar{C}_{A}\right]\left[\hat{C}_{B}\left(x_{k}, t\right)-\bar{C}_{B}\right]\left[\hat{C}_{A}\left(x_{k+m}, t\right)-\bar{C}_{A}\right] \tag{47}
\end{equation*}
$$

Using the above definitions, we calculate the second order moments $\hat{f}(x, y, t), \hat{g}(x, y, t)$, and third order moments, $\hat{h}_{1}(x, y, t), \ldots, \hat{h}_{3}(x, y, t)$ (defined in Appendix C). The results of point-wise co-variation $(x=y$, i.e. $m=0$ in (46), (47)), are


Fig. 5. Evaluation of the moments in the particle simulation runs, for $x=y$. The moments were normalized (second order moments, by $C_{0}^{2}$; third order moments, by $C_{0}^{3}$ ). Run parameters are the same as the base case in Fig. 4.
shown in Fig. 5. Inspecting this figure we see how the concentration moments evolve with time. At late time $\left(10^{2}<t^{*}<\right.$ $10^{4}$ ), they all converge to a power law.

Apart from the moments, we also depict in Fig. 5 the value of $\overline{C(t)}(f+g)$. Interestingly, we observe that for $t^{*} \gg 1$, $-h_{1}(x, x, t) \simeq \overline{C(t)}(f+g)$. In Fig. 6 we depict the dependence on distance of those moments, at some specific times in the simulation. At later times we find $-h_{1} \simeq \bar{C}(t)(f+g)$, for all distances $x-y$. This result seems to explain the shift between the analytical and numerical results observed in Fig. 4: recall that the analytical solution was obtained by neglecting the third order moment $h_{1}$ in (11). Because $h_{1}<0$, neglecting it means that the $\bar{C}(f+g)+h_{1}$ term in (11) is over-estimated in the analytical solution. Neglecting this term does not influence $f-g$, but does make $f+g$ decay more quickly in (11), so the difference, $-2 g$, is over-estimated. Because the late time balance is $\bar{C} \simeq \sqrt{-g}$, this leads to an over-estimation of the average concentration given by the analytical solution, as depicted by the upshift seen in Fig. 4.

The effect of time discretization was tested for each simulation by running finer and finer time discretizations, and confirming that changes in the results are negligible. We specifically test the effect of time discretization in terms of the value of $R=\sqrt{2 D \Delta t} N_{0} / \Omega$. The results are shown in Fig. 7: as time discretization is refined and $R$ gets smaller, the simulation results are converging. The simulated average concentration differs by $0.1 \%$ from the converged value when $R \sim 1.4$. Hence, if an error of $0.1 \%$ is considered acceptable, it is advised, as a rule of thumb, to use $R \sim \mathcal{O}(1)$. This implies that requirement (44) can be relaxed considerably.

### 4.2. Higher dimension

We also performed simulations in 2-d and 3-d systems. In Fig. 8 and Fig. 9, simulation results for a 2-d system are shown. As anticipated, both the simulation and analytical solution follow closely the $t^{-1 / 2}$ curve. The breakdown from this curve at very late time occurs close to the non-dimensional time $t_{b n d}^{*}=(1 / 64) k C_{0} \Omega^{2} / D$. This is consistent with the result obtained by [17] for a one dimensional system. It is instructive to see, as depicted in Fig. 9, how the incomplete mixing regime develops at late times of the simulation (compare with Fig. 4(b)). Note the switch from the nearly well-mixed regime at $t^{*}=10$ to a segregated domain in $t^{*}=100$, and note how the island size continues to grow at $t^{*}=1000 \sim t_{b n d}^{*}$. At this time, the islands growth is limited by the boundaries, since they cannot grow more then the size of the domain. Note how the model results (Fig. 8) indeed start to deviate from the $t^{-1 / 2}$ slope around this time.

Similar finding are obtained for $3-d$ systems. An example is given in Fig. 10, where we see that both the simulation and analytical solution follow closely the $t^{-3 / 4}$ curve, and the breakdown occurs close to $t_{b n d}^{*}$. For illustration, in Fig. 10(b) we show a snapshot of a single realization at late time, when the system is highly segregated. The segregation we observe in the two- and three-dimensional systems is in line with the results obtained by [5] and [18] and consistent with the observations from 1-d for the same physical reasons.

The computational cost of the simulations, even in $3-d$, is surprisingly low. We are unaware of an exact formula for the duration of a simulation, because the number of particles at late time depends strongly on physical parameters (e.g., a higher diffusion coefficient replicates better mixing and results in fewer particles at late time). However, for example, the total run time of the simulation used to produce Fig. 10(a) on the aforementioned PC, using 4 parallel computing nodes was 0.8 h , i.e., 0.6 ms per initial $A$ particle per realization.


Fig. 6. Evaluation of the moments in the particle simulation runs, as function of $x-y$, as a function of time. It is apparent from the figure that for $t^{*} \gg 1$, $h_{1}$ becomes of the same order, or even equal to, $\overline{C(t)}(f+g)$. Run parameters are the same as the base case in Fig. 4 , except that 100 realizations were used.

## 5. Conclusions

In this paper we describe in detail a random walk based particle tracking numerical simulation which models the diffusion-reaction equation for a bimolecular reaction $A+B \rightarrow \emptyset$ with a second order reaction rate $r=k C_{A} C_{B}$. Specifically, we focus on a benchmark case where the initial condition is a uniform average concentration of both species, with some random fluctuation about it. We have shown that by distributing the particles randomly in the domain the fluctuations are characterized by a delta-function correlation, which represents short-range correlation. For this setup, it is well known that if diffusion is not sufficiently strong to mix out these fluctuations, they can become relatively large at late times, and the species segregate and form islands. Once this happens, the reaction is limited primarily to the boundaries of the islands, where both species interact. This leads to an overall slow-down of the reaction rate as compared with the well-mixed case. The late time scaling of this slower reaction rate scales like $t^{-d / 4}$, slower than the $t^{-1}$ well-mixed scaling.

This numerical approach appears to be an excellent tool for describing the evolution of such a diffusion limited system as it naturally transitions between well-mixed and incompletely-mixed states. The scheme is based on the proposed model of [63], who described an RPT approach for a one-dimensional system. We generalize this approach to higher dimensions. We derive the important relationship between the initial noise in the statistical description of the concentrations and the initial density of the particles used in the particle simulations. This encodes the initial degree of incomplete mixing in the system, which is a key driver in predicting the onset of incomplete mixing dominated effects.

The results of the RPT simulations replicate the well-mixed solution at early times, and diverge from the well-mixed solution at late times, as expected, to the $t^{-d / 4}$ scaling. At very late time, the finiteness of the RPT domain starts to influence the results, as the growth of the islands is inhibited by the boundaries (as can be seen clearly in Fig. 9), and the average concentration starts to deviate from the $t^{-d / 4}$.

We develop an approximate analytical solution for this setup for arbitrary dimension $d=1,2,3$. This approximate solution is formulated using a perturbation approach where moments of concentration fluctuations, of order $>2$ are neglected. To test this analytical solution we compare the predictions to our numerical simulations. Qualitatively the agreement is excellent, but we do identify a discrepancy between the two. In particular the semi-analytical solution deviates to the $t^{-d / 4}$


Fig. 6. (continued)


Fig. 7. Smoothed cumulative density functions (CDF) of the concentration at time $t=1$, for different time discretization, from coarse to fine (as the value of $R=\sqrt{2 D \Delta t} N_{0} / \Omega$ decreases). The vertical lines with respective color denote the mean of the realizations, $\bar{C}(t=1)$. Note how the two finest discretizations practically coincide, and are both within $0.1 \%$ tolerance of the solution by (15), $\bar{C} \simeq 0.506$, denoted by a red vertical line. The parameters for those runs are: $N_{0}=10^{3}, D=10^{-4}, \Omega=1, C_{0}=1, k=1$. Each CDF was evaluated based on 1000 realizations. Time was discretized into equally-long time steps; $\Delta t=0.1,0.033,0.01,0.001$, respectively. Note that these curves fit closely to normal distribution, and that they have the same standard deviation ( $\sim 0.01$ ).


Fig. 8. Concentration vs. time for a two-dimensional simulation. This is an ensemble of 100 realizations with parameters: $N_{0}=10^{5}, k=1, C_{0}=1, \Omega=1$, $D=10^{-5}$.


Fig. 9. Demonstration of the segregation phenomena in a two-dimensional particle simulation, at $t^{*}=k C_{0} t=10,100,1000$. This is a single realization with the same parameters as in Fig. 8.
scaling earlier than what we observe in the RPT simulations. To explain and accurately quantify this discrepancy we compute the neglected third order moments of the concentration fluctuations from RPT simulation data and show that they are indeed not negligible. However, they do show structures and scalings that are similar to those of the lower order moments, which may open an avenue and suggest better or more appropriate closures.


Fig. 10. Results of a three-dimensional simulation. The model results are ensemble average of $N_{\text {sim }}=20$ realizations with $N_{0}=256000, D a=$ $\left(k C_{0} / D\right) \Omega^{2} / N_{0}^{2 / d}=22.3, d=3$. (a) Evolution of average concentration. (b) Illustration of interpolated $C_{A}$ along the domain boundaries at $t^{*}=k C_{0} t=100$.

As with all numerical methods some numerical error will exist. There are several possible sources of error that we have identified: first, the RPT simulations assume a cutoff distance $\delta$ (Eq. (30)), which means that we do not account for reactions between particles that are separated by a distance greater than this. The distance is chosen such that probability of reaction is minimal, but some error is introduced. Second, during the RPT simulations, when more than one of the $B$ particles which neighbor an $A$ particle have $P_{f} \geqslant U$, only one of those $B$ particles will be annihilated. The neglect of the other possible interactions may introduce some error. Third, errors might arise due to the chosen random number generation, which is merely pseudo-random. Luckily all these errors can be minimized by using larger $\delta$, smaller time step, and averaging over larger numbers of realizations, respectively. Thus, RPT simulations will converge to an accurate solution of the diffusion-reaction equation, which we seek.

## Acknowledgements

We thank the two anonymous reviewers for their valuable remarks on the manuscript. A.P. and D.B. would like to express thanks for financial support via Army Office of Research grant W911NF1310082 and NSF grant EAR-1113704. D.A.B. was supported by NSF grants DMS-0539176 and EAR-0749035. Any opinions, findings, conclusions, or recommendations do
not necessarily reflect the views of the funding agencies. This research was supported in part by the Notre Dame Center for Research Computing.

## Appendix A. Moment equations

In this appendix we derive the equations for the second order moments, i.e. the auto-covariance and cross-covariance of the concentrations. Multiplying (7) for $i=A$ by $C_{B}^{\prime}(y, t)$, we find

$$
\begin{align*}
C_{B}^{\prime}(y, t) \frac{\partial C_{A}^{\prime}(x, t)}{\partial t}= & D \nabla^{2} C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)-k \bar{C}(t) C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)-k \bar{C}(t) C_{B}^{\prime}(x, t) C_{B}^{\prime}(y, t) \\
& -k C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t) C_{B}^{\prime}(y, t)+k \overline{C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t) C_{B}^{\prime}(y, t),} \tag{A.1}
\end{align*}
$$

where $C_{B}^{\prime}(y, t)$ is the fluctuation of $B$ in some arbitrary location $y \in \Omega^{d}$, and the $\nabla$ operator relates to derivation with regard to $x$. Similarly, multiplying (7) for $i=B$ by $C_{A}^{\prime}(y, t)$, we get

$$
\begin{align*}
C_{A}^{\prime}(y, t) \frac{\partial C_{B}^{\prime}(x, t)}{\partial t}= & D \nabla^{2} C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t)-k \bar{C}(t) C_{A}^{\prime}(x, t) C_{A}^{\prime}(y, t)-k \bar{C}(t) C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t) \\
& -k C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t)+k \overline{C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t)} C_{A}^{\prime}(y, t) . \tag{A.2}
\end{align*}
$$

Since the equations for $C_{A}$ and $C_{B}$ are the same, and since their initial conditions are identical, we recognize that for a specific time $t$ they have identical statistical structure, e.g. $\overline{C_{A}^{\prime}(x) C_{A}^{\prime}(y)}=\overline{C_{B}^{\prime}(x) C_{B}^{\prime}(y)}$, and $\overline{C_{A}^{\prime}(x) C_{B}^{\prime}(y)}=\overline{C_{B}^{\prime}(x) C_{A}^{\prime}(y)}$, and similarly for higher order terms $\overline{C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t)}=\overline{C_{B}^{\prime}(x, t) C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)}$. We now sum (A.1) and (A.2) and take the ensemble average of the sum. The result is an equation for the cross-covariance

$$
\begin{equation*}
\frac{\partial g}{\partial t}=2 D \nabla^{2} g-2 k\left[\bar{C}(f+g)+h_{1}\right] \tag{A.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x, y, t)=\overline{C_{A}^{\prime}(x, t) C_{A}^{\prime}(y, t)}, \quad g(x, y, t)=\overline{C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)}, \quad h_{1}(x, y, t)=\overline{C_{A}^{\prime}(x, t) C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t)} \tag{A.4}
\end{equation*}
$$

In a similar manner, the equation for the autocovariance $f(x, y, t)=\overline{C_{A}^{\prime}(x) C_{A}^{\prime}(y)}=\overline{C_{B}^{\prime}(x) C_{B}^{\prime}(y)}$ is obtained by multiplying (7) for $i=A$ by $C_{A}^{\prime}(y, t)$ and taking the ensemble average. We then get

$$
\begin{equation*}
\frac{\partial f}{\partial t}=2 D \nabla^{2} f-2 k\left[\bar{C}(f+g)+h_{1}\right] \tag{A.5}
\end{equation*}
$$

Eqs. (A.3), (A.5) describe how the auto-covariance and cross-covariance evolve in time. Both equations involve a third order moment, and deriving equation for that moment would be desired. This derivation is involved, and requires to take the ensemble average of

$$
\begin{equation*}
E_{A} C_{A}^{\prime}(y, t) C_{B}^{\prime}(y, t)+E_{B} C_{A}^{\prime}(x, t) C_{A}^{\prime}(y, t)+E_{A} C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t), \tag{A.6}
\end{equation*}
$$

where $E_{A}, E_{B}$ denote Eq. (7) with $i=A, B$, respectively. The result, neglecting fourth order moments, is given by

$$
\begin{equation*}
\frac{\partial h_{1}}{\partial t}=2 D \nabla^{2} h_{1}-2 D \overline{\nabla C_{A}^{\prime}(x, t) \nabla C_{B}^{\prime}(x, t) C_{A}^{\prime}(y, t)}-k \bar{C}\left(4 h_{1}+h_{2}+h_{3}\right) \tag{A.7}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{2}=\overline{C_{A}^{\prime}(x, t) C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)}, \quad h_{3}=\overline{C_{A}^{\prime}(x, t) C_{A}^{\prime}(x, t) C_{A}^{\prime}(y, t)} . \tag{A.8}
\end{equation*}
$$

The equations for $h_{2}, h_{3}$ are found by ensemble average of $2 E_{A} C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)+E_{B} C_{A}^{\prime}(y, t) C_{A}^{\prime}(y, t)$ and $C_{A}^{\prime}(x, t) E_{A}\left(2 C_{A}^{\prime}(y, t)+C_{A}^{\prime}(x, t)\right)$, respectively. The results, neglecting fourth order terms, are given by

$$
\begin{align*}
\frac{\partial h_{2}}{\partial t} & =2 D \nabla^{2} h_{2}-2 D \overline{\nabla C_{A}^{\prime}(x, t) \nabla C_{A}^{\prime}(x, t) C_{B}^{\prime}(y, t)}-k \bar{C}\left(2 h_{1}+3 h_{2}+h_{3}\right)  \tag{A.9}\\
\frac{\partial h_{3}}{\partial t} & =2 D \nabla^{2} h_{3}-2 D \overline{\nabla C_{A}^{\prime}(x, t) \nabla C_{A}^{\prime}(x, t) C_{A}^{\prime}(y, t)}-k \bar{C}\left(2 h_{1}+h_{2}+3 h_{3}\right) \tag{A.10}
\end{align*}
$$

We can sum up the above equations for $h_{1}, h_{2}, h_{3}$ in the following form,

$$
\left(\frac{\partial}{\partial t}-2 D \nabla^{2}\right)\left[\begin{array}{l}
h_{1}  \tag{A.11}\\
h_{2} \\
h_{3}
\end{array}\right]=-2 D C_{A}^{\prime}(y)\left[\begin{array}{c}
\nabla C_{A}^{\prime} \nabla C_{B}^{\prime} \\
\nabla C_{B}^{\prime} \nabla C_{B}^{\prime} \\
\nabla C_{A}^{\prime} \nabla C_{A}^{\prime}
\end{array}\right]-k \bar{C}\left[\begin{array}{lll}
4 & 1 & 1 \\
2 & 3 & 1 \\
2 & 1 & 3
\end{array}\right]\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right] .
$$

We can compute the eigenvectors and eigenvalues of the matrix on the RHS of (A.11), and use those to define combinations of (A.7)-(A.10),

$$
\begin{equation*}
H_{1}=2 h_{1}+h_{2}+h_{3}, \quad H_{2}=2 h_{1}-h_{2}-h_{3}, \quad H_{3}=2 h_{1}+7 h_{2}-9 h_{3} . \tag{A.12}
\end{equation*}
$$

The equations for these combinations are

$$
\begin{align*}
\frac{\partial H_{1}}{\partial t} & =2 D \nabla^{2} H_{1}-2 D \overline{\left(\nabla C_{A}^{\prime}(x, t)+\nabla C_{B}^{\prime}(x, t)\right)^{2} C_{A}^{\prime}(y, t)}-6 k \bar{C} H_{1}, \\
\frac{\partial H_{2}}{\partial t} & =2 D \nabla^{2} H_{2}-2 D \overline{\left(\nabla C_{A}^{\prime}(x, t)-\nabla C_{B}^{\prime}(x, t)\right)^{2} C_{A}^{\prime}(y, t)}-2 k \bar{C} H_{2}, \\
\frac{\partial H_{3}}{\partial t} & =2 D \nabla^{2} H_{3}-2 D \overline{M C_{A}^{\prime}(y, t)}-2 k \bar{C} H_{3}, \tag{A.13}
\end{align*}
$$

where $M=2 \nabla C_{A}^{\prime}(x, t) \nabla C_{B}^{\prime}(x, t)+7 \nabla C_{B}^{\prime}(x, t) \nabla C_{B}^{\prime}(x, t)-9 \nabla C_{A}^{\prime}(x, t) \nabla C_{A}^{\prime}(x, t)$.

## Appendix B. Numerical solution of the mean concentration

Eq. (15) can be decomposed into two coupled ODEs,

$$
\left\{\begin{array}{l}
\frac{d \bar{C}}{d t}=-k \bar{C}^{2}-\frac{k}{2} \frac{\sigma^{2} l^{d}}{(8 \pi D t)^{d / 2}}\left(-1+e^{-4 k \gamma}\right)  \tag{B.1}\\
\frac{d \gamma}{d t}=\bar{C}(t)
\end{array}\right.
$$

subject to initial conditions $\bar{C}(0)=C_{0}, \gamma(0)=0$.
This system cannot be solved straightforward, due to singularity that arises from the use of the delta function for the initial condition. At $t=0+$, the cross-covariance term in (B.1) tends to

$$
\begin{equation*}
g\left(\mathbf{x}, \mathbf{y} \rightarrow \mathbf{x}, t \rightarrow 0^{+}\right) \sim \frac{2 \sigma^{2} l^{d}}{(8 \pi D)^{d / 2}} k C_{0} t^{1-d / 2} \tag{B.2}
\end{equation*}
$$

For $d=2$, this is a constant; for $d=3$, this tends to infinity. In both cases, the initial condition (12) is not satisfied. How can this contradiction be settled? Taking a step back, we note that (13) is the result of applying a diffusion operator over the initial condition,

$$
\begin{align*}
& (f-g)(\mathbf{x}, \mathbf{y}, t)=\mathcal{L}(f-g)(\mathbf{x}, \mathbf{y}, t=0) \\
& (f+g)(\mathbf{x}, \mathbf{y}, t)=\mathcal{L}(f+g)(\mathbf{x}, \mathbf{y}, t=0) \exp \left[-4 k \int_{0}^{t} \bar{C}\left(t^{\prime}\right) d t^{\prime}\right] \tag{B.3}
\end{align*}
$$

where $\mathcal{L} \varphi(\mathbf{x}, \ldots)=\int \frac{1}{(8 \pi D t)^{d / 2}} \exp \left[-\frac{\left(\mathbf{x}-\mathbf{x}^{\prime}\right)^{2}}{8 D t}\right] \varphi\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}$ is essentially a convolution of the initial condition by a Gaussian of variance $4 D$. Subtracting these equations, and using $g(\mathbf{x}, \mathbf{y}, t=0)=0$, we would find

$$
\begin{equation*}
g(\mathbf{x}, \mathbf{y}, t)=\frac{1}{2} \mathcal{L} f(\mathbf{x}, \mathbf{y}, t=0)\left(-1+\exp \left[-4 k \int_{0}^{t} \bar{C}\left(t^{\prime}\right) d t^{\prime}\right]\right) \tag{B.4}
\end{equation*}
$$

Note that for the Delta function initial condition, the above result is exactly (13). Also, as $t \rightarrow 0^{+}$, Eq. (B.4) tends to $f(\mathbf{x}, \mathbf{y}, t=0) \times 2 k C_{0} t$, and as long as the initial auto-correlation $f$ is finite, this correctly converges to 0 . The delta function is a mathematical convenience we use instead of a physical initial condition, such as an exponentially decaying autocorrelation with small support. The critical difference between those is that physical initial conditions are finite everywhere, while the delta function is infinite at $\mathbf{x}=\mathbf{y}$. Thus, the solution with delta function initial condition is not valid at $t \rightarrow 0^{+}$. To resolve this, we assume $g=0$ for a very short time, $0<t \leqslant \tau \ll\left(k C_{0}\right)^{-1}$. In other words, we assume a well-mixed solution $(2)$ at the beginning of the simulation. With this assumption, the system evolves into

$$
\begin{equation*}
\bar{C}(\tau)=\frac{C_{0}}{1+k C_{0} \tau}, \quad \gamma(\tau)=\frac{1}{k} \ln \left(1+k C_{0} \tau\right) \approx C_{0} \tau . \tag{B.5}
\end{equation*}
$$

Because $\tau$ can be as small as we like, the error introduced by this assumption is negligible, as long as $\tau$ is chosen to be a few orders of magnitude smaller than $\left(k C_{0}\right)^{-1}$, the typical time of reaction. Now we solve numerically the coupled ODEs (B.1), subject to initial condition (B.5), by standard numerical tools for stiff systems (e.g. [69]). It is also possible to overcome the singularity in (B.1) by using an asymptotic formula for short times [45]. The results are similar to the ones we obtain here.

## Appendix C. Cross-covariance for numerical particle method

## C.1. General

The goal of this appendix is to calculate the initial cross-covariance of the concentration that is presumably described by the particles in the particle method. This is crucial in order to be able to compare this initial cross-covariance with the one assumed for the analytically derived solution of the Diffusion-Reaction equation (1), and to be able to compare the two approaches.

Our basic postulation is that a continuous property in a domain $\Omega^{d}$ (such as concentration, $C(x, t)$, which we discuss here) can be approximately represented by a particle system with $N_{0}$ particles whose location is given by $\mathbf{X}_{i}(t) \in \Omega^{d}$, where $1 \leqslant i \leqslant N_{0}$. We assume that each particle represents a constant mass $m_{p}$. Clearly, if chemical reactions are involved, the number of particles $N_{0}$ depends on time. The basic concept of the particle method lies in the way the concentration, which is a continuous property, is described by the particle locations. One way of evaluating the concentration is by "smearing" the mass of each particle around its given location by a weight function, then summing up the contributions of all the particles in a given point $\mathbf{x}$. We have derived the cross-covariance for two choices of weighting function: (I) a delta weighting function, and (II) a Gaussian weighting function. Both results will be shown in this appendix. The use of delta function is justified by the fact we regard a specific particle system as a single realization of a stochastic system and thus the physical meaning is given by ensemble average over infinite number of such realizations. Such ensemble average yields the desired smooth concentration. For the delta weighting function, the estimated concentration in a certain location is given by

$$
\begin{equation*}
C_{p}(\mathbf{x}, t)=\sum_{i=1}^{N_{0}} m_{p} \delta\left(\mathbf{x}-\mathbf{X}_{i}\right) \tag{C.1}
\end{equation*}
$$

where the subscript $p$ stands for particle estimation (in contrast to the actual value).
The total mass in the system is given by $m_{p} N_{0}$ and the average concentration is given by

$$
\begin{equation*}
\overline{C_{p}}=\frac{1}{\Omega^{d}} \int_{\Omega^{d}} C_{p}(\mathbf{x}, t) d \mathbf{x}=\frac{m_{p} N_{0}}{\Omega^{d}} \tag{C.2}
\end{equation*}
$$

The fluctuation over the mean is given by $C_{p}^{\prime}(\mathbf{x}, t)=C_{p}(\mathbf{x}, t)-\overline{C_{p}(t)}$ and the cross-covariance of the particle concentration is defined as the ensemble average of all possible particle location "scenarios", i.e.

$$
\begin{equation*}
\overline{C_{p}^{\prime}(\mathbf{x}) C_{p}^{\prime}(\mathbf{y})}=\int_{\Omega^{d}} \cdots \int_{\Omega^{d}} C_{p}^{\prime}(\mathbf{x}) C_{p}^{\prime}(\mathbf{y}) f\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{N_{0}}\right) d \mathbf{X}_{1} \cdots d \mathbf{X}_{N_{0}} \tag{C.3}
\end{equation*}
$$

where $f\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{N_{0}}\right)$ is the joint p.d.f. of the particle locations. Note that the integration is performed $N$ times.

## C.2. Evaluation of cross-covariance

Next, we assume that $N_{0}$ particles were randomly spread in the domain and would like to evaluate the crosscovariance (C.3). We write (C.3) as

$$
\begin{equation*}
\overline{C_{p}^{\prime}(\mathbf{x}) C_{p}^{\prime}(\mathbf{y})}=\overline{C_{p}(\mathbf{x}) C_{p}(\mathbf{y})}-{\overline{C_{p}}}^{2} \tag{C.4}
\end{equation*}
$$

and the second term on the RHS is known from (C.2), so we shall focus on evaluating the first term . Using (C.1)

$$
\begin{equation*}
\overline{C_{p}(\mathbf{x}) C_{p}(\mathbf{y})}=m_{p}^{2} \int_{\Omega^{d}} \ldots \int_{\Omega^{d}} \sum_{i=1}^{N_{0}} \delta\left(\mathbf{x}-\mathbf{X}_{i}\right) \sum_{j=1}^{N_{0}} \delta\left(\mathbf{y}-\mathbf{X}_{j}\right) f\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{N_{0}}\right) d \mathbf{X}_{1} \cdots d \mathbf{X}_{N_{0}} \tag{C.5}
\end{equation*}
$$

The above expression simplifies significantly in our case. First, our particles are spread randomly in the domain, so the p.d.f. of each of them equals $\Omega^{-d}$. Second, they are independent, so the joint p.d.f. is $f\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{N_{0}}\right)=f\left(\mathbf{X}_{1}\right) f\left(\mathbf{X}_{2}\right) \cdots f\left(\mathbf{X}_{N_{0}}\right)=$ $\Omega^{-N_{0} d}$. Third, we can change the order of summation and integration, and write (6) as

$$
\begin{equation*}
\overline{C_{p}(\mathbf{x}) C_{p}(\mathbf{y})}=m_{p}^{2} \sum_{i=1}^{N_{0}} \sum_{j=1}^{N_{0}} I_{i j} \tag{C.6}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{i j}=\int_{\Omega^{d}} \cdots \int_{\Omega^{d}} \delta\left(\mathbf{x}-\mathbf{X}_{i}\right) \delta\left(\mathbf{y}-\mathbf{X}_{j}\right) \Omega^{-N_{0} d} d \mathbf{X}_{1} \cdots d \mathbf{X}_{N_{0}} \tag{C.7}
\end{equation*}
$$

We shall first examine the case $i \neq j$. Since $I_{i j}$ is independent of all $\mathbf{X}$, except $\mathbf{X}_{i}, \mathbf{X}_{j}$, it can be reduced to

$$
\begin{equation*}
I_{i j}=\Omega^{-2 d} \int_{\Omega^{d}} \delta\left(\mathbf{x}-\mathbf{X}_{i}\right) d \mathbf{X}_{i} \int_{\Omega^{d}} \delta\left(\mathbf{y}-\mathbf{X}_{j}\right) d \mathbf{X}_{j}=\Omega^{-2 d} \tag{C.8}
\end{equation*}
$$

We have $N_{0}\left(N_{0}-1\right)$ such terms, where $i \neq j$, so their total contribution in (C.6) is

$$
\begin{equation*}
m_{p}^{2} N_{0}\left(N_{0}-1\right) \Omega^{-2 d} \tag{C.9}
\end{equation*}
$$

Next we turn to look at the $i=j$ case. Reducing (C.7) by $N_{0}-1$ integrations we get

$$
\begin{equation*}
I_{i i}=\Omega^{-d} \int_{\Omega^{d}} \delta\left(\mathbf{x}-\mathbf{X}_{i}\right) \delta\left(\mathbf{y}-\mathbf{X}_{i}\right) d \mathbf{X}_{i}=\Omega^{-d} \delta(\mathbf{x}-\mathbf{y}) \tag{C.10}
\end{equation*}
$$

There are $N_{0}$ such terms, and thus their total contribution in (C.6) is

$$
\begin{equation*}
m_{p}^{2} N_{0} \Omega^{-d} \delta(\mathbf{x}-\mathbf{y}) \tag{C.11}
\end{equation*}
$$

Summing up the contributions (C.11) and (C.9) we find

$$
\begin{equation*}
\overline{C_{p}(\mathbf{x}) C_{p}(\mathbf{y})}=m_{p}^{2} N_{0}\left[\Omega^{-d} \delta(\mathbf{x}-\mathbf{y})+\left(N_{0}-1\right) \Omega^{-2 d}\right] . \tag{C.12}
\end{equation*}
$$

Substituting this result, together with (C.2), into (C.4), we get the final result for the non-dimensional auto-covariance

$$
\begin{equation*}
\frac{\overline{C_{p}^{\prime}(\mathbf{x}) C_{p}^{\prime}(\mathbf{y})}}{{\overline{C_{p}}}^{2}}=\frac{\Omega^{d}}{N_{0}} \delta(\mathbf{x}-\mathbf{y})-\frac{1}{N_{0}} \tag{C.13}
\end{equation*}
$$

We shall now discuss this result. Looking at the expression in (C.13) we can see it consists of two terms: a delta function term, and a $-1 / N_{0}$ term. In fact, this expression somewhat resembles the initial condition assigned to the correlation discussed in the derivation of the analytical solution (19). The difference lies in the factor in front of the delta function, and in the existence of the $-1 / N_{0}$ term, not considered in the analytical approach. This second term can be understood in the following way: the fact that the concentration in a certain point is high, means that we are "sitting" on a particle, i.e. in the close vicinity of it. If this is so, the concentration far away from the current location is made of $N_{0}-1$ particles. Thus, it is lower then the average, and we have a negative auto-covariance there, described by the $-1 / N_{0}$ term. In order to even better understand the result, we can derive the auto-covariance (C.4) once more, however this time considering a Gaussian weight function, instead of the delta function in (C.1). To accomplish this, we have to define some small volume scale, $h^{d}$, which represents the support of the particle. It makes sense then to choose some value that will be about the order of $\Omega^{d} / N_{0}$, the total volume divided by the number of particles. Simply choosing $h^{d}=\Omega^{d} / N_{0}$, and assigning the Gaussian weight function to each particle, the estimated concentration for the one-dimensional case is approximately given by

$$
\begin{equation*}
C_{p}(x, t) \simeq \sum_{i=1}^{N_{0}} \frac{m_{p}}{\sqrt{2 \pi h^{2}}} \exp \left[-\frac{\left(x-X_{i}(t)\right)^{2}}{2 h^{2}}\right] \tag{C.14}
\end{equation*}
$$

In order to make this expression exact, we need to take into account an infinite number of image particles in the adjacent domains. Fortunately, for the small particle support considered here, the approximate expression (C.14) is still accurate, except at regions close to the boundaries of the domain. Now, if we derive the auto-covariance (C.4), along the same lines as delineated by equations (C.5)-(C.13), however using the Gaussian weight function, we obtain

$$
\begin{equation*}
\frac{\overline{C_{p}^{\prime}(x) C_{p}^{\prime}(y)}}{{\overline{C_{p}}}^{2}}=\frac{1}{N_{0}}\left[\frac{\Omega}{\sqrt{4 \pi h^{2}}} \exp \left[-\frac{(x-y)^{2}}{4 h^{2}}\right]-1\right] \tag{C.15}
\end{equation*}
$$

Substituting $h=\Omega / N_{0}$ in (C.15) we get

$$
\begin{equation*}
\frac{\overline{C_{p}^{\prime}(x) C_{p}^{\prime}(y)}}{{\overline{C_{p}}}^{2}}=\frac{1}{\sqrt{4 \pi}} \exp \left[-\frac{(x-y)^{2}}{4 h^{2}}\right]-\frac{1}{N_{0}} \tag{C.16}
\end{equation*}
$$

This result, in fact, can be easily ascertained by numerical simulations. The expression in (C.16) resembles (C.13), except that the delta function was replaced by a Gaussian with variance $2 h^{2}$. Moreover, for the auto-covariance, i.e. for $x=y$, we find that the contribution of the $-1 / N_{0}$ term is practically negligible, since particle numerical simulations have typically a very large number of particles for the sake of a statistical meaningful result. Along the same lines, the $-1 / N_{0}$ term in (C.13) is negligible, and

$$
\begin{equation*}
\overline{C_{p}^{\prime}(\mathbf{x}) C_{p}^{\prime}(\mathbf{y})} \simeq C_{0}^{2} \frac{\Omega^{d}}{N_{0}} \delta(\mathbf{x}-\mathbf{y}) \tag{C.17}
\end{equation*}
$$

This result may serve in understanding the evolution of a system of such random particles, when the system state is dependent on the initial conditions.
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