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Transient storage models are commonly used to simulate solute transport in streams to characterize
hydrologic controls on biogeochemical cycling. Recently, 2-storage zone (2-SZ) models have been devel-
oped to represent in-channel surface transient storage (STS) and hyporheic transient storage (HTS) sep-
arately to overcome the limitations of single storage zone (1-SZ) models. To advance biogeochemical
models, we seek to separate the effects of these storage zones on solute fate and cycling in streams. Here
we compare and contrast the application and interpretations from two model structures that include STS
and HTS storage: a competing model structure, where both zones are connected to the stream at the same
location and the stream interacts with the STS and HTS separately, and a nested model structure, where
STS is an intermediary between the stream and HTS. We adapt common residence time metrics used to
compare single transient storage models for the competing and nested 2-SZ models. As a test case, we
investigated the transient storage characteristics of a first-order stream in Pennsylvania, using 1-SZ,
nested 2-SZ, and competing 2-SZ model configurations at several different flow conditions. While both
2-SZ models fit the observed STS and in-stream breakthrough curves well, calibrated model parameters
and solute molecule travel paths differ, as evident by the faster exchange rate displayed by the nested
model, and therefore so does the interpretation of associated transient storage metrics and its relation-
ship with biogeochemical cycling processes. In addition, a study of hypothetical zone-specific reaction
rates was very illustrative of the differences in discrimination characterized by each model structure, par-
ticularly for the case where reactions would predominantly occur in the STS (i.e. photochemical reac-
tions), because of the compounding effects to the HTS for the nested 2-SZ; however, for the case
where reactions would predominantly occur in the HTS, the influence of model structure was found to
be relegated only to the HTS.

� 2013 Published by Elsevier B.V.
1. Introduction

Low-order streams are at the head of the river continuum and
are the primary interface between the river network and its drain-
age basin (Vannote et al., 1980). These streams feature a strong
connectivity with the riparian ecosystem due to channel complex-
ity and stream gradient, resulting in hydraulic characteristics and
biogeochemical conditions that differ from high-order streams
(Anderson et al., 2005). Studies addressing the simulation of hydro-
dynamic and biogeochemical processing of these streams have led
to the development of conceptual models that approximate com-
plex geometry and physics by incorporating transient storage, a
process of mass exchange with a non-advective region that simu-
lates the skew of breakthrough curves from tracer experiments
(Hays et al., 1966; Thackston and Krenkel, 1967; Thackston and
Schnelle, 1970). These models provide insight into areas of the
stream difficult to observe and their interpretation are facilitated
by metrics to quantify biogeochemical and hydraulic characteris-
tics at the local, reach, or watershed scales. Similar models have
also had great success in other branches of hydrology such as
groundwater systems (Haggerty and Gorelick, 1995).

Bencala and Walters (1983) describe transient storage as stag-
nant or slow relative to the longitudinal flow of the stream; this
might include locations such as edges of pools, backwaters, and
subsurface exchange of water. This definition of transient storage
serves as the foundation for current single transient storage mod-
els (1-SZ) for one-dimensional solute transport, where transient
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storage is considered to be a bulk storage zone with no discrimina-
tion in the model between potentially very different types of stor-
age zones such as surface transient storage (STS; slack-water in the
channel) and hyporheic transient storage (HTS; exchange of stream
water through the subsurface). It is most typically represented
mathematically as a single-order mass transfer process. Originally
coined ‘‘dead zone models’’, solute transport models that accom-
modate transient storage have been studied under a variety of
nomenclatures, from theoretical, to laboratory to field (Bencala
and Walters, 1983). They were created and applied to account for
solute transport that is not well described by the advection–
dispersion equation alone. While single storage zone models are
effective for simulating solute transport, they fail to discriminate
the processes within each of the disparate storage zones – surface
vs. subsurface (Choi et al., 2000; Gooseff et al., 2005; Harvey et al.,
1996). Recent research has focused on two-storage zone (2-SZ)
models that discriminate STS and HTS (Briggs et al., 2009; Briggs
et al., 2010; Marion et al., 2008; Choi et al., 2000; Bottacin-Busolin
et al., 2011). In principle though as many storage zones as desired
or needed can be incorporated (Haggerty and Gorelick, 1995),
depending on the processes to be modeled, and information avail-
able to constrain characterization of the model domains.

STS and HTS are subject to different biogeochemical conditions
(Runkel et al., 2003). Surface water can receive sunlight and oxy-
Fig. 1. An example of conceptual layouts
gen and has bed contact along its perimeter, while subsurface
water does not receive sunlight, may be anoxic, and is sated by
porous media (Briggs et al., 2009). Not all STS are restricted to ed-
dies or the edge of water as vegetation or boulders (in the case of
gravel bed rivers) can also provide a thick boundary layer of extre-
mely slow moving water along the bed of the main channel (MC)
that can also act as STS and can have unique biogeochemical
properties (Harvey et al., 2005). Models that account for multiple
storage zones have the ability to discriminate the transport pro-
cesses within these zones and thus potentially biogeochemical
processes also (Donado et al., 2009; Willmann et al., 2010).

Biogeochemical processing is dependent on hydrodynamic
transport factors such as residence time, travel path, and flowpath
conditions (Zarnetske et al., 2011), which when simulated by a mul-
tiple transient storage zone model can be sensitive to the zonal
interaction described by the structure of the model (Stewart et al.,
2011). In multiple transient storage zone models, each storage zone
can interact with the stream, another storage zone, or both. Current
2-SZ models have a competing storage model structure in which
the exchange between each storage zone occurs directly with the
main channel (i.e., water or solute entering storage goes into one
storage zone or the other), but not with each other (Fig. 1). We pro-
pose an alternative nested 2-SZ model structure in which the stor-
age zones interact by nesting the STS zone between the stream and
of C2-SZ and N2-SZ Model structures.
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the HTS zone. The structure of the transient storage model deter-
mines the process and path by which solute molecules pass through
storage zones and for how long they remain within individual parts
of the system. This study examines the implications of three poten-
tial model structures, 1-SZ, competing 2-SZ, and nested 2-SZ by
investigating the transient storage characteristics of a first-order
Pennsylvania stream and comparing the calibrated model parame-
ters, analytical metrics, and physical interpretations.

2. Model

2.1. Model structure

The two primary processes that determine the solute concen-
tration from stream tracer experiments are hydrologic transport
and chemical transformation (Runkel, 2002). For a conservative
or reactive tracer, the single transient storage zone (1-SZ) model
is commonly described by the following coupled differential
equations:
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where A is the main channel cross-sectional area (L2), AS the storage
zone cross-sectional area (L2), C the main channel solute concentra-
tion (M/L3), CS the storage zone solute concentration (M/L3), D the
dispersion coefficient (L2/T), Q the volumetric flow rate (L3/T), qL

the volumetric flow rate (L3/T), CL the lateral inflow concentration
(M/L3), k the main channel first-order decay coefficient (T�1), kS

the storage zone first-order decay coefficient (T�1), a is the storage
zone exchange coefficient (1/T)

The current most widely accepted model structure for a two-
storage zone model that discriminates between the STS and HTS
is the competing transient storage zone (C2-SZ) model, where a sec-
ond transient storage zone is added to the 1-SZ model in parallel
fashion (Choi et al., 2000; Gooseff et al., 2004; Briggs et al., 2009).
In the C2-SZ model, the additional storage zone interacts only with
the main channel and not the other storage zone (see Fig. 1).
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where ASTS is the STS cross-sectional area (L2), AHTS the HTS cross-
sectional area (L2), CSTS the STS solute concentration (M/L3), CHTS

the HTS solute concentration (M/L3), kSTS the STS first-order decay
coefficient (T�1), kHTS the HTS first-order decay coefficient (T�1), aSTS

the STS exchange coefficient (T�1), aHTS,C is the C2-SZ HTS exchange
coefficient (T�1).

An alternative to the C2-SZ model structure, termed the nested
transient storage zone (N2-SZ) model is proposed, where a second
transient storage zone is added to the 1-SZ model in serial fashion.
In the N2-SZ model, the additional storage zone interacts only with
the other storage zone and not the main channel (see Fig. 1).
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where aHTS,N is the N2-SZ HTS exchange coefficient (T�1).
The three potential model structures, 1-SZ, C2-SZ, and N2-SZ,

conceptualize a stream system where:

(1) Storage is characterized by a well-mixed non-advective
zone.

(2) The main channel is characterized by one-dimensional
advection–dispersion.

(3) Mass exchange has a first order relationship described by an
exchange coefficient and the difference in concentration
between zones.

(4) Some of the model parameters are physically measurable
(e.g., A, ASTS).

The 2-SZ models replace the storage zone parameters from the 1-
SZ model with parameters that self-describe the type of storage zone
involved (i.e. STS or HTS). Many of the C2-SZ model parameters have
the same physical definition as the N2-SZ model parameters, so no
identification was made to differentiate the names between the
model structures, aside from aHTS denoted by (N) for the N2-SZ model
(i.e. aHTS,N) and (C) for the C2-SZ model (i.e. aHTS,C). In the C2-SZ
model, the aHTS characterizes the exchange between the HTS and
MC, whereas in the N2-SZ, it describes the exchange between the
HTS and STS.
2.2. Physical interpretation of model structures

The competing and nested model structures represent two po-
tential extremes of conceptual interactions between storage zones
and the main channel. Each model structure presented in this
study is a simplified interpretation of the natural system’s complex
physics. In a natural system the STS and HTS have advective trans-
port components, whereas a major assumption of the transient
storage model is that the storage zones are non-advective. As
shown in Fig. 1, the C2-SZ model structure prevents exchange of
solute between the stream and HTS in areas where the STS does
not exist, so that exchange between the HTS and MC occurs in
patches. By contrast, in the N2-SZ model structure solute ex-
changes with the HTS in places where the STS exists, as part of a
uniform layered system. A common feature of flow structure in riv-
ers and streams is the tree-ring downstream velocity profile and
the lower advection along the bed’s boundary layer, which is what
the nested model structure conceptualizes. We envision that the
natural system is a mix of both of these types of model structures,
because exchange with the HTS and STS is likely neither entirely
layered nor entirely separate, but rather a combination of these
two conceptual descriptions of the physical environment.

This conceptualization of a single STS and a single HTS is not a
complete or conclusive discretization of the system. Whereas this
study makes use of the STS and HTS discrimination suggested
and studied by Briggs et al. (2009) due to its tested field method-
ology, the potential exists for the application of other forms of mul-
tiple storage zone systems such as multiple STS or HTS zones in
series (Nested), parallel (Competing), or extended combinations
thereof. For example, a system could be conceptualized as having
a nested two HTS model structure, where a faster, shallower ex-
change occurs at the bed and a slower exchange occurs further
away. These other constructs would require alternative field meth-
odology in order to constrain and inform the model.
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2.3. Metrics

Model parameters are used to develop metrics, which system-
scale characterizations and comparisons beyond parameter values
alone (Runkel, 2002). Extensive knowledge exists on the effect of
hydraulic characteristics, stream topography, heterogeneity, and
bed form configuration on transient storage, particularly on hypor-
heic zone geometry, fluxes, and residence times (e.g. Cardenas
et al., 2004; Harvey and Bencala, 1993; Hart et al., 1999; Gooseff
et al., 2006). Although some principle controls have been identified
and attributed to HTS or STS exchange, the vast majority of re-
search has focused on lumping all parameters into single zone
transient storage models (Briggs et al., 2009).

In a single storage zone, residence time can be reflective of time
spent within the channel (Mulholland et al., 1994), within the stor-
age zones (Thackston and Schnelle, 1970; Hays et al., 1966), or
within the entire system (Hays et al., 1966; Nordin and Troutman,
1980). Mean residence times in storage zones are reflective of the
volume and exchange rate into and out of storage zones. Exchange
with immobile zones can occur via lateral dispersion (Fischer et al.,
1979), turbulent exchange (Ghisalberti and Nepf, 2002; Jirka and
Uijttewaal, 2004), and Darcian flow in the case of porous media
(Harvey and Bencala, 1993). Differences in mixing scales suggest
residence times for STS should be less than for HTS. Though pock-
ets of the STS or HTS may have vastly different residence times
(Gooseff et al., 2003), it is generally perceived that the mean STS
exchange rate is faster than the mean HTS exchange rate (Briggs
et al., 2009). Conventional model solutions simulating transient
storage are more sensitive to short-time scales and large-mass
transfer, indicating that the longer timescales of exchange are ig-
nored (Choi et al., 2000; Harvey et al., 1996; Wagner and Harvey,
1997; Wörman and Wachniew, 2007). As a result, the late-time
behavior of tracer test breakthrough curves (BTC) is expected to
be influenced most by hyporheic exchange (Gooseff et al., 2003;
Haggerty et al., 2000, 2002) models have the potential to describe
late-time behavior more accurately than 1-SZ models, because of
the ability to separate the STS’s fast and the HTS’s slow exchange
processes. However, as noted by Choi et al. (2000) in-stream tracer
BTC data alone is not sufficient to fully inform a 2-SZ solute trans-
port model. To circumvent these limitations Briggs et al. (2009)
adopt an approach in which STS size is estimated from direct field
measurements and tracer BTCs from STS and from the channel are
both fit by the 2-SZ model.

2.3.1. Mean travel time
Mean travel time, tmean (T) is the residence time for a solute

molecule travelling a distance x (L) in a stream. It includes the time
within the main channel and any storage zones. The mean travel
time for single transient storage zones can be calculated to be
(Nordin and Troutman, 1980):

tmean ¼
2D

U2 þ
x
U

� �
1þ As

A

� �
ð9Þ

where u is the main channel velocity (L/T), calculated by u = Q/A.
Following the techniques of Hays et al. (1966), the C2-SZ and N2-
SZ mean travel times were computed to be:
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2.3.2. Storage zone residence time
Another metric that can be useful in comparing and contrasting

solute transport models is the mean residence time in the storage
zones, Tsto (T). It represents the average time that a solute molecule
spends in a given storage zone. This residence time can be deter-
mined analytically from the transient storage equations for the
storage zones (Hays et al., 1966). The residence time is evaluated
using the moments of an impulse response of the concentration
in a storage zone. The use of a lower case t for mean travel time
and upper case T for residence time is consistent with the work
of Runkel (2002) and upheld here for continuity. The average time
a solute molecule will stay in a storage zone in the 1-SZ model is
given by (Thackston and Schnelle, 1970):

Tsto ¼
As

aA
ð11Þ

For the competing 2-SZ model, the STS storage residence time is:

TSTS;C ¼
ASTS

aSTSA
ð12Þ

and the HTS storage residence time is:

THTS;C ¼
AHTS

aHTSA
ð13Þ

Similarly for the nested 2-SZ model, the HTS storage zone residence
time is:

THTS;N ¼
AHTS

aHTSASTS
ð14Þ

and the STS storage zone residence time is:

TSTS;N ¼
1

aHTS þ aSTSA
ASTS

ð15Þ

The total nested 2-SZ storage zone residence time, which represents
the combined influence of the sequential STS and HTS storage, is gi-
ven by

Tsto;N ¼ 1þ AHTS

ASTS

� �
ASTS

aSTSA
ð16Þ

There is not an equivalent derivation for the total competing 2-SZ
storage zone residence time because in the Competing model structure
the two storage zones do not interact. The total storage zone residence
time is the amount of time a particle spends in storage before it reenters
the stream; therefore, in the case of the Competing model structure,
this is not the summation of TSTS,C and THTS,C, as the particle will have
spent time in the stream between exiting and entering storage zones.

2.3.3. Main channel residence time
Mulholland et al. (1994) provided a metric for the average dis-

tance a solute molecule travels within the main channel before
entering the storage zone.

Ls ¼
u
a

ð17Þ

Mulholland et al. (1997) defines the residence time of a solute mol-
ecule within the main channel of a stream as the inverse of the ex-
change coefficient. Runkel (2002) derives the main channel
residence time by dividing both sides of Equation (17) by u to get

Tstr ¼
1
a

ð18Þ

For the competing model structure, a solute molecule can leave the
main channel and enter either the HTS or STS zone. Similar to equa-
tion (17), the average distances a solute molecule travels within the
main channel before entering either of the two storage zones can be
defined as

LS;C ¼
u

aSTS þ aHTS
ð19Þ

Dividing both sides of (19) by u we obtain the competing 2-SZ main
channel residence time as
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Tstr;C ¼
1

aSTS þ aHTS
ð20Þ

The main channel residence time for the 2-SZ nested model struc-
ture needs only to consider the time it takes to enter the STS, be-
cause the HTS does not directly exchange with the main channel,
and is given by

Tstr;N ¼
1

aSTS
ð21Þ
Fig. 2. Experimental Reach of Laurel Run, PA. Injection point (photo) and monitor-
ing locations are indicated.
3. Application

Runkel (1998) developed a finite difference approximation of
the steady-state and dynamic equations for the 1-SZ model equa-
tions that can be used to simulate the 1-SZ model structure. The
numerical counterpart of Eq. (2) can be substituted into the numer-
ical approximation of Eq. (1) thus reducing the number of equations
from 2 to 1 (Runkel and Chapra, 1993, 1994). This decoupling pro-
cess can also be applied to the C2-SZ and N2-SZ model structures,
reducing the number of equations from 3 to 1. This eliminates the
need to couple the equations and iteratively solve for a solution.

In the 1-SZ equation there are (9) variables: A, AS, C, CS, D, Q, qL, CL,
and a. The single-transient storage equation is used to solve for C
and CS and the optimal simulation is deemed one that best matches
simulated C dynamics (magnitude and timing) to those that were
measured in the field. Of the remaining 7 variables, Q, qL, and CL,
are often determined prior to the numerical simulation based on
empirical data collected during the tracer experiment and A, AS, D,
and a are optimized in order to fit simulated results to observed
data. The 2-SZ equations replace AS, a, and CS with ASTS, AHTS, aSTS,
aHTS, CSTS, and CHTS. Briggs et al. (2009) describe the methodology
to procure field data necessary to solve for the C2-SZ model, where
(1) breakthrough curves of CSTS collected during the tracer experi-
ment are used in combination with the C breakthrough curves to
perform the simulation fitting and (2) the ASTS is taken as a ratio
of A, based on velocity transect measurements. In summary, the
1-SZ model has one constraint (C) and 4 parameters to optimize
(A, AS, D, and a), whereas the 2-SZ models have 3 constraints (C, CSTS,
and A/ASTS), and 5 parameters to optimize (A, AHTS, aSTS, aHTS, and D).

The shuffled complex evolution method (SCE-UA) was used to
optimize all parameters simultaneously over the global parameter
space efficiently and effectively (Duan et al., 1993). The SCE-UA has
been effective at calibrating hydrologic stream flow models (Vrugt
et al., 2006), but prior to this study had not been applied to stream
solute transport models. The SCE-UA method competitively evolves
and shuffles a pre-defined number of complexes, which are groups of
points spanning the parameter space, while also incorporating global
sampling in order to efficiently and thoroughly converge to an opti-
mal parameter set. The SCE-UA was used with an RMSE objective
function to fit the simulated downstream MC and STS BTCs to the ob-
served downstream MC and STS BTCs with equal weighting for each
data point in each BTC. For the 1-SZ model structure only the lower-
boundary MC BTC was used to perform the fitting.

3.1. Site description

The study site is a 460 m 1st-order Reach of Laurel Run upstream
of Whipple Dam, Pennsylvania (see Fig. 2). The drainage area is
4.66 km2 of valley–ridge topography, old-growth deciduous trees
and mountain laurel. Laurel Run is part of the Susquehanna River
Basin’s Juniata Sub-Basin and the Chesapeake Bay Watershed. The
study reach is free of adjoining perennial streams; however there
are ephemeral channels at the upstream and downstream ends as
well as midpoint. Aside from a parallel gravel road for access to
and from Rothrock State Forest and several hunting cabins, the wa-
tershed is free of disturbance. The study site can be characterized as
geomorphically diverse with features ranging from steps and pools
to riffles, runs, and debris dams. The channel material is mostly cob-
ble, with boulders, gravel, and sand intermixed. The narrow valley
and steep basin relief limits the sinuosity of the channel, but the
valley floor does occasionally open to allow for intermittent flood-
plains which in coordination with the debris dams and heavy sub-
strate limits the channel’s potential entrenchment.

3.2. Field work

Three tracer experiments, occurring June 25th, July 21st, and
August 30th of 2008 were performed using a constant-rate injec-
tion of dissolved NaCl as the conservative tracer. Two CR-1000 data
loggers each connected to two CS547A conductivity and tempera-
ture probes (Campbell Scientific, Inc., Logan, Utah) were placed at
0 m and 460 m along the reach. In accordance with the methods
outlined by Briggs et al. (2009), probes from each data logger were
placed in the MC and STS zones; conductivity and temperature
measurements were collected at 2 s intervals. Conductivity, which
was recorded in mS/cm, was corrected for temperature and resis-
tance error along the sensor’s cable. The resistance error is a func-
tion of the cable length and the cell constant, which are unique to
each sensor and cable. The stream’s natural baseline conductivity
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was determined from the dataset and subtracted. Values were then
converted into concentration units of mg/L of Cl� and lastly the
dataset was filtered to reduce its size.

Dilution gauging was used to measure discharge at the upstream
and downstream boundary monitoring stations (Payn et al., 2009).
The stream was a net gaining stream, thus allowing for a linear lat-
eral inflow to be calculated from the mass balance of each experi-
ment. As a result of this and the removal of the baseline
conductivity from each dataset, the inflow concentration was set
to zero. Using a Marsh-McBirney model Flomate 2000 wading
rod, velocity transect measurements were taken along the reach
in order to calculate the ratio of STS area to MC area by identifying
the slow moving portions of the section (Briggs et al., 2009). The
average A/ASTS was 2.0, 2.0, and 2.6 for the June, July, and August
Experiments, respectively. The procurement of this ratio and the
BTCs in the STS are the only additional field work required for the
C2-SZ and N2-SZ models that are not required for the 1-SZ models.
4. Results

4.1. Conceptual study

In order to demonstrate the differences between the N2-SZ and
C2-SZ model structures and explore the influence the STS exchange
rate has on the BTC in the HTS we studied specific aspects of the
model conceptually (Fig. 3). To this end we performed three series
of simulations:

(i) A simulation using the C2-SZ model structure where the
parameters were chosen such that the STS BTC fell approxi-
mately halfway between the MC and HTS BTCs.

(ii) A simulation using the same parameters as the C2-SZ model
in (i), but running the N2-SZ model structure in its place.

(iii) A simulation using the N2-SZ model structure, but where the
parameters were optimized to fit the BTCs in the STS and MC
to the C2-SZ BTCs in the STS and MC from simulation (i),
respectively. In other words, an N2-SZ simulation was opti-
mized to match the C2-SZ simulation.

Clearly, with the same size storage zones and exchange coeffi-
cients, the nested model produces lower peak solute concentra-
tions and longer BTC tails in the STS and HTS than for the
competing model. Despite the optimization process the MC and
STS BTCs for the optimized nested model while similar were not
identical to those of the competing model, and that there is a delay
in the HTS BTC for the optimized nested model when compare to
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the competing model HTS. While aHTS and ASTS for the optimized
the nested model hardly changed, the aSTS increased and the AHTS

decreased (Table 1). Consequentially, the STS and HTS mean resi-
dence times for the optimized nested model were less than for
the competing model, respectively (Table 2). And for the case of
identical parameters, the nested model has a lower STS mean res-
idence time and a high HTS mean residence time.
4.2. Numerical simulations of tracer experiments

The fits for the MC were very good for all three model struc-
tures, and both the C2-SZ and N2-SZ models fit the STS BTCs well
(Fig. 4). Similar to the constant rate-injections performed by Briggs
et al. (2009), the BTCs for the STS were very similar to the BTCs for
the MC, whereas the BTCs for the HTS were determinably different
from the STS and MC BTCs. Fig. 5 illustrates the iterative process of
the SCE-UA method for the July 21st experiment using colors to de-
scribe the competitive evolution beginning with cold/blue (initial
guesses) and ending with hot/red (final optimized value). The
model parameter values are summarized in Table 1. The ASTS was
not optimized as part of the parameter space; rather it was con-
strained by field measurements of A/ASTS, which is the reason for
the scalar identicalness of the A and ASTS plots.

The results of the SCE-UA method qualitatively highlight
parameter space sensitivity. For each of the plots shown in Fig. 5,
the rate of convergence to a parameter value over its parameter
space indicates the level of confidence in that parameter value. If
the scatter has a narrow vertical band then there is high confidence
in that parameter but it also means that the error is not very
dependent on its value. In contrast, a wide vertical band indicates
poor confidence in that parameter value. For example, the AS(TS) for
the 2-SZ models both converge earlier to an optimum value than
for the 1-SZ model, indicating that there is higher confidence in
their parameters. In addition, the convergence for D is relatively
poor for both 1-SZ and 2-SZ models, meaning that there is less con-
fidence in D than for the other parameters.
4.3. Residence time metrics

Using the metric formulations presented earlier the residence
time metrics for each potential model structure were populated
from the three tracer experiment model parameter sets (Table 2).
Mean travel residence times, the average time the solute molecule
spends in the entire system for a specific length of stream, for the
2-SZ nested model were near identical to the 2-SZ competing mod-
el (approximately 0–3% greater), but were between 6% and 23%
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Table 1
Model parameters.

Parameter 6/25/2008 7/21/2008 8/30/2008 Conceptual #1

1-SZ C2-SZ N2-SZ 1-SZ C2-SZ N2-SZ 1-SZ C2-SZ N2-SZ C2-SZ N2-SZ N2-SZ optimized

D (m2 s�1) 0.831 0.908 1.02 0.201 0.226 0.320 0.503 0.745 0.862 1.0 1.0 1.0
a (�10�5 s�1) 5.41 11.6 3.73
aSTS (�10�5 s�1) 438 550 210 240 160 210 30.0 30.0 50.0
aHTS (�10�5 s�1) 9.19 17.7 8.27 14.9 4.78 11.4 10.00 10.00 10.39
A (m2) 0.618 0.411 0.418 0.471 0.331 0.339 0.187 0.134 0.137 0.50 0.50 0.55
AS (m2) 0.330 0.129 0.125
ASTS (m2) 0.206 0.209 0.165 0.170 0.0515 0.0529 0.40 0.40 0.44
AHTS (m2) 0.589 0.606 0.145 0.129 0.151 0.155 0.40 0.40 0.30
RMSE 0.306 0.351 0.353 0.449 0.351 0.354 0.276 0.44 0.464 0.190
u (�10�2 ms�1) 9.3 14.0 13.8 6.2 8.8 8.6 4.7 6.5 6.4 10.0 10.0 9.1
Q (�10�2 m3 s�1) 5.76 2.90 0.87 5.00
qL (�10�6 m2 s�1) 6.38 18.00 0.73 0.00

Table 2
Residence time metrics.

Metric 6/25/2008 7/21/2008 8/30/2008 Conceptual #1

1-SZ C2-SZ N2-SZ 1-SZ C2-SZ N2-SZ 1-SZ C2-SZ N2-SZ C2-SZ N2-SZ N2-SZ optimized

Tmean (�102 s) 7.6 95 98 83 89 89 168 181 187 124 124 123
Tstr (�102 s) 185 2.2 1.8 86 4.6 4.2 268 6.1 4.8 25 33 20
Tsto (�102 s) 99 3.6 24 3.7 179 7.2 53 27
TSTS (�102 s) 1.1 0.89 2.4 2.0 2.4 1.8 27 21 14
THTS (�102 s) 156 164 53 51 236 257 80 100 66
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greater than the 1-SZ model. While expectations might be that
tmean should be the same for all models on account of the fact that
the same main channel BTC is being fitted, the dissimilarity be-
tween the 1-SZ and 2-SZ models can be attributed to the additional
STS BTC that the 2-SZ models fit, but that the 1-SZ model does not
fit. With regard to mean channel residence time, which is the aver-
age time a solute molecule spends within the main channel before
entering a storage zone, the Tstr,N were less than Tstr,C (9–22%) and
significantly less than Tstr (95–99%).

In the 2-SZ models, storage residence times are computed for
each zone, individually, or in the case of the nested model, the com-
bination of both STS and HTS. Beginning with the STS zone, we find
that TSTS in the nested model is 14–25% less than TSTS in the compet-
ing model. This is consistent for all three experiments, whereas the
residence times in the HTS for the nested model when compared to
the competing model were 4% and 5% greater for the June and August
experiments, respectively, but 9% less for the July experiment. The
residence times in the HTS for both 2-SZ model structures and all
three experiments were 22 to184 times greater than the residence
times in the STS. In the case of the nested model structure, a cumu-
lative storage zone residence time can be found that considers the
time spent in both the STS and HTS before reentering the main chan-
nel. The Tsto,N was 1.8 to 4 times greater than TSTS, 14–46 times less
than THTS,N, and 6–28 times less than Tsto. In comparing the storage
residence times for the 1-SZ model to each of the 2-SZ models’ indi-
vidual zones, the 1-SZ storage residence times were 10–100 times
greater than in the STS but roughly 50–75% less than in the HTS.

5. Discussion

5.1. Feasibility

The field work for both 2-SZ models is identical, requiring little
more effort than the 1-SZ model, and the fitting of modeled data to
observed data for all three models showed similar confidence in
parameter optimization, advocating that differences in methodol-
ogy should not be a determining factor in model selection. The
requirement that the models accurately reproduce the BTC in the
main channel was met by all three models; however, if the objec-
tive of the modeling exercise was to discriminate between the main
channel and STS, then the 1-SZ model is likely not appropriate. For
all three experiments, the modeled BTC of the storage zone for the
1-SZ model did not match the observed BTC in the STS, whereas for
the 2-SZ models, the modeled BTCs in the MC and STS matched the
observed BTCs in the MC and STS, respectively. The 1-SZ model is
best-suited to characterize streams with a gross propensity to one
type of storage, either STS or HTS, but not both; similar findings
were presented by Choi et al. (2000). In these experiments, the ob-
served BTCs in the STS showed very little lag time behind the ob-
served BTCs in the MC, falsely suggesting that the STS BTC could
be lumped with the MC BTC and that the 1-SZ model’s storage zone
BTC represents the HTS BTC. There are two possible shortcomings
with the MC and STS lumping: (1) the STS and MC may be subject
to different biogeochemical processing which the 1-SZ cannot dis-
criminate, and (2) there exists a lag between the MC and STS BTCs
which is not well illustrated in Fig. 4 due to the scale of a constant-
rate injection, but similarly can be seen more clearly in the slug
injections shown by Briggs et al. (2009). The delay in the STS BTC
is unmistakably less than the delay for the HTS BTC, indicating that
exchange is much faster in the STS and that there is a direct connec-
tion of exchange between the STS and MC. The presence and contri-
bution of the HTS must be determined from the numerical model;
whereas the presence of the STS can be identified through field
measurements such as the ratio of non-advective area to advective
area and experimental BTCs.

Application of the 1-SZ model requires the fitting of one BTC,
that observed in the MC, whereas the 2-SZ models requires fitting
of two BTCs, that observed in the MC and STS. In the three exper-
iments in this study, the observed STS BTC was very close to the
observed MC BTC, but there was still an observable delay. Due to
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the fast exchange between the MC and STS, the differences in mod-
el structure were not accentuated resulting in modeled BTCs in the
HTS that were very similar for both the C2-SZ and N2-SZ models.
Analytically, it can be shown that both 2-SZ models can create
identical BTCs for the MC, STS, and HTS if the STS is either identical
to the MC or to the HTS, but not if the STS BTC is dissimilar to both.

Fig. 3 demonstrates that when a BTC for an STS does not match
the MC or HTS breakthrough curves, the C2-SZ and N2-SZ models
with identical parameters do not result in matching BTCs for the
MC, STS, or HTS. One striking difference between the C2-SZ and
N2-SZ models with identical parameters is the difference in shape
of the STS and HTS BTCs. The STS and HTS BTCs of the N2-SZ model
with identical parameters has lower peak and a longer tail than the
C2-SZ models STS and HTS BTCs, respectively, owing to the com-
pounding delay caused by its model structure. Another key aspect
of this figure is the inability of the N2-SZ model with optimized
parameters to perfectly recreate the BTCs of the C2-SZ model.
The differences in model structure are accentuated when the STS
BTC diverges from the MC or HTS BTC. The optimized BTCs of the
N2-SZ, despite matching the peaks of the C2-SZ BTCs, feature a
noticeable delay in the HTS and a faster exchange in the HTS.

The ability to accurately simulate observed BTCs in the main
channel and STS, when they are this similar, does not confirm the
fidelity of either 2-SZ model, rather it only confirms the potential
for each model to mimic the total system output. The C2-SZ and
N2-SZ represent two extremes of a 2-SZ model structure. A third
model in which each zone would interact with each other and the
main channel would perhaps be more representative of the physical
nature of a stream system. However, this third model would have to
include both aHTS,C and aHTS,N, thereby increasing the number of
parameters to optimize and thus negating the method developed
by Briggs et al. (2009) that can be used to populate these parameters
and heighten the risk of over-fitting data due to availability of more
free parameters rather than actually matching physical processes.

5.2. Interpretation of parameters

The optimization process we used provides insight into the sen-
sitivity of the model parameters to the model structure. The SCE-UA
method showed strength in optimizing each parameter for all three
model structures, as evident by the close fitting of the BTCs and the
convergence of the values. The narrow fitting of the area parame-
ters for the 2-SZ models in comparison to the 1-SZ model highlights
greater confidence and sensitivity. The 1-SZ had a greater main
channel area, less total storage area, and less total system area than
the 2-SZ models, which both had similar values of A, ASTS, and AHTS.
The difference in areas between the 1-SZ and 2-SZ models has po-
tential implications about the physical validity and interpretation
of the model as the simulation’s velocity in the main channel, u, is
defined by the advective term as Q/A, of which discharge is constant
between all models. Therefore, the addition of a second storage
zone increases the estimated mean velocity in the main channel.
This is a measureable physical difference that could be used to im-
prove model selection, but was not examined in this study.

Even though the 1-SZ model lumps all storage into a single zone,
this present study demonstrated that the 2-SZ model does not simply
parse the 1-SZ model’s storage area, AS into ASTS and AHTS; rather it
also parses area from the main channel and that total system area
was not identical between the 1-SZ and 2-SZ models. In both 2-SZ
models, the STS has less lag and faster exchange than the HTS, so
the reduction in A in the 2-SZ model can be attributed primarily to
the addition of the STS. Both 2-SZ models resulted in slightly higher
values for D, aSTS, and aHTS, with slightly faster exchange occurring in
the N2-SZ model. To offset the higher exchange rates, the total stor-
age area increased for the 2-SZ models, with the 2-SZ AHTS consis-
tently eclipsing the 1-SZ AS. These differences highlight that model
parameters are sensitive to model structure, and whereas differences
in 2-SZ models may appear to be small, the most striking difference is
the consistently faster exchange rates for the N2-SZ.

5.3. Interpretation of residence time and flow path differences

Each model structure poses a unique set of conditions that
should be interpreted alongside residence times, which is a physi-
cal characteristic that can directly influence biogeochemical pro-
cessing. The mean travel time, the time spent in the whole
system, was determined to be the same for both 2-SZ models. This
is in agreement with the analytical derivations, the metric popu-
lated with the optimized parameters, and the breakthrough curve.
We had expected that the mean travel time computed for the 1-SZ
model would also match the 2-SZ models; however it did not and
rather, it was consistently less. This may be attributed to the 1-SZ
model being constrained to one observed BTC, whereas the 2-SZ
models were constrained to two observed BTCs. In order for the
1-SZ model to have a lower mean travel time than the 2-SZ models,
because as mentioned previously it had a lower mean velocity, it
would need to counter with either a higher Tstr or a lower Tsto,
which it did in both cases. The Tstr showed a substantial difference
between the 1-SZ and 2-SZ models as well between the N2-SZ and
C2-SZ models. The 1-SZ model conceptualizes that a solute mole-
cule travels downstream continuously without stopping in an
immobile zone for much longer than in the 2-SZ models, because
in the 2-SZ models, the fast exchange between the STS and MC
would force solute molecules to rest more frequently. In the N2-
SZ model, all stored solute molecules must pass through the STS
zone, so the N2-SZ model has a larger aSTS than the C2-SZ model,
in which stored solute molecules can connect directly from the
stream to their storage zone.

Residence time in the STS is also influenced by model structure.
Solute molecules transported in a C2-SZ model are not required to
pass through the STS prior to entering the HTS as the zones are
independent of each other. Solute molecules can spend time in
both zones, but are highly unlikely to re-enter a zone at the same
stream location (as soon as a solute molecule leaves the storage
zone it is transported downstream), therefore the residence times
are not cumulative. The average residence time for the nested stor-
age system, Tsto,N which accounts for the average time spent in the
STS/HTS combination before reentering the main channel is con-
siderably less than the time for the 1-SZ model, Tsto and some-
where between the N2-SZ TSTS and THTS. In the nested model
structure, solute molecules entering the HTS will have spent time
within the STS already and will have to do so again when leaving
the HTS. Not all solute molecules entering the STS must pass
through the HTS as solute molecules can re-enter the main channel
without entering the HTS. This is also true of solute molecules exit-
ing the HTS, as solute molecules can exit the HTS and re-enter the
HTS at the same stream location without entering the main chan-
nel. There are more options for solute molecule paths in the nested
2-SZ model structure and therefore individual solute molecule res-
idence times can be compounded with each cycle. Considering the
circular nature of the N2-SZ model, a solute molecule could have
multiple entries into the STS without reentering the main channel
thus eclipsing the residence time for the C2-SZ model, despite the
finding that the average STS residence time was found to be greater
in the C2-SZ model than in the N2-SZ model. The potential for zo-
nal cycling in the N2-SZ model is a significant feature not described
by either the residence time metrics or the BTCs.

5.4. Consideration of mass

While the BTCs, parameters, residence time, and path highlight
differences in the models, the significance of the model structure’s
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influence can be assessed by the percentage of mass in the system
that is stored vs. the portion transported. For each model structure,
the net mass flow rates at the 460 m station for the STS, HTS, and
MC are illustrated in Fig. 6 along with the main channel’s advec-
tive, dispersive, and storage components. There is a striking simi-
larity between the 1-SZ, N2-SZ and C2-SZ models for the MC and
the main channel’s advective and dispersive components, but only
the C2-SZ and N2-SZ continue that similarity for the STS, HTS, and
main channel’s storage component. These results demonstrate that
the 1-SZ model affects the mass flow rate storage differently than
the 2-SZ models, in which both the C2-SZ and N2-SZ are similar.

For each model structure, an approximation of mass entering
each of the system zones (MC, STS, and HTS) was made by integrat-
ing the positive sign values of the net mass flow rate over time. The
ratio of mass entering storage vs. the main channel was plotted
against the residence time of that storage zone (Fig. 7). For each
experiment, the N2-SZ and C2-SZ points for the STS are clumped
together with a lower residence time than the N2-SZ and C2-SZ
points for the HTS which are also clumped together. The 1-SZ
curves consistently have a lower mass ratio than either of the 2-
SZ’s HTS and STS curves, but always a higher residence time than
the STS points, demonstrating that there is less mass being stored
in the 1-SZ model than in the 2-SZ models, which has major bio-
geochemical processing implications. Furthermore, aside from
path, higher N2-SZ STS exchange, and zonal cycling potential, this
study was not able to identify major quantifiable differences to dis-
cern appropriateness between the two 2-SZ model structures,
which suggests that aside from the expectation that more research
is necessary; the interpretation of the system’s conceptual connec-
tions should be the primary driver in structure selection.

5.5. Reactive tracer simulations

To assess the potential influence model structure has on biogeo-
chemical processes, simulations were performed of hypothetical
first-order reaction rate combinations of 0.001 s�1 and 0.01 s�1 in
each of the storage zones: kSTS, for the STS and kHTS, for the HTS.
These values fall within a reasonable range of reaction rate time-
scales for biogeochemical processes between denitirification and
oxygen consumption (Gooseff et al., 2003). Using the calibrated
parameters for the August experiment, the following three hypo-
thetical scenarios were run and compared to the non-reactive case
(Fig. 8):
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The scenarios modeled examine cases where it is hypothetically
expected for biogeochemical reactions to differ depending on
which zone the tracer is located. In all cases presented, a zero reac-
tion rate was applied to the main channel, so as to not distract from
the influences of the storage zones and the differences in model
structure.

Physically, a greater reaction coefficient translates to a faster
reactive decay of a tracer, so in case 2 the tracer decays faster in
the HTS than in the STS, whereas in case 3 the tracer decays faster
in the STS than in the HTS. From the results, the non-conservative
case shows nearly identical BTCs of the main channel and STS and a
n; e – dispersion; f
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lagged HTS for both model structures. In the case with identical
reaction rates for the STS and HTS, a distinct difference is now seen
between the main channel and STS in addition to a general de-
crease in overall concentration, a flattening of the BTCs, and
marked reduction in the lag and skew of the HTS BTC. From these
BTCs, it can be seen that the reaction coefficients are high enough
to prevent re-contribution of the tracer to the main channel from
the storage zones.

In the case where kSTS is less than kHTS the BTCs for the main
channel and STS are very similar for both model structures and
nearly identical to the BTCs presented in the case with identical
reaction rates, but the HTS BTCs are significantly reduced. The
higher reaction rates for the HTS did not influence the BTCs for
the main channel or STS for either model structure. This is in stark
contrast for the last case, where the kSTS is greater than the kHTS.
Here the BTCs for the main channel, STS, and HTS are different be-
tween the model structures; the C2-SZ model structure has higher
concentration levels for each zone than the N2-SZ model. In the
N2-SZ model the STS exchange rate is greater than for the C2-SZ
model, because all mass passes through the STS, which when com-
bined with kSTS greater than kHTS results in a greater potential for
mass decay than in the C2-SZ model. While simulations of conser-
vative tracers did not produce dramatically different BTCs for the
experimental cases, these simulations of reactive tracers show that
choice of model structure can have significant consequences when
dealing with reactive tracers even when conservative tracers do
not. If a reactive tracer was to be used to determine zone-specific
reaction rates, then the calibrated values would be dependent on
the model structure selected.
6. Conclusions

We investigated the influence of model structure in one-dimen-
sional stream solute transport models with transient storage for a
1st order stream in central Pennsylvania. Three conceptual model
structures were studied: a single transient storage zone (1-SZ)
model, a Competing two transient storage zone (C2-SZ) model
where each storage zone interacts with the stream but not with
each other, and a nested two storage zone (N2-SZ) model where
the one of the storage zones acts as an intermediary between the
stream and the other storage zone. Multiple storage zone models
were developed to represent in-channel surface transient storage
(STS) and hyporheic transient storage (HTS) separately to overcome
the limitations of single storage zone (1-SZ) models. The results of
this study suggest that even though all three models can be used
to fit in-stream tracer experiment data, models should be selected
based on the interpretation of the system. Both 2-SZ model struc-
tures have the ability to discriminate transport processes between
different zones, but for our field site experiments it was not deter-
minable from the tracer experiments if one model was more appro-
priate. For each of these three models, solute would travel uniquely
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different paths, as the structure determines the process by which
solute molecules pass through zones and for how long they would
remain in them. This is not well-illustrated by the BTCs alone for a
conservative tracer, especially in the case of N2-SZ model’s zonal
cycling capability, but can be better illustrated through the use of
reactive tracers. Model structure also affected optimized parameter
values for area and exchange, and has the potential to change the
shape and lag of the HTS BTC. A study of a hypothetical reactive tra-
cer also showed that calibration of zone specific reaction rate coef-
ficients will be dependent on model structure selection; and that
reactions in the STS, more so than the HTS, compound the influence
model structure has on system impacts. We found that the differ-
ences in conceptual transient storage interactions are significant
to the interpretation of residence times, because metrics and BTCs
alone do not well describe the potential for zonal cycling in the
N2-SZ. Thus our interpretation of zonal interaction may play an
important role in discrimination of biogeochemical processes with-
in each zone and recommend that work continue to address the
appropriateness of model structure selection.
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