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a b s t r a c t 

We derive a novel double-continuum transport model based on pore-scale characteristics. Our approach relies on building a simplified unit cell made up of immobile 

and mobile continua. We employ a numerically resolved pore-scale velocity distribution to characterize the volume of each continuum and to define the velocity 

profile in the mobile continuum. Using the simplified unit cell, we derive a closed form model, which includes two effective parameters that need to be estimated: a 

characteristic length scale and a parameter, R D , given by the ratio of characteristic times that lumps the effect of stagnant regions and escape process. To calibrate 

and validate our model, we rely on a set of pore-scale numerical simulation performed on a 2D disordered segregated periodic porous medium, taking into account 

different initial solute distributions. Using a Global Sensitivity Analysis, we explore the impact of the two effective parameters on solute concentration profiles 

and thereby define a Sensitivity Analysis driven criterion for model calibration. The latter is compared to a classical calibration approach. Our results show that, 

depending on the initial condition, the mass exchange process between mobile and immobile continua impact on solute profile shape significantly. Our transport 

model is capable of interpreting both symmetric and highly skewed solute concentration profiles. Effectiveness of the calibration of the two parameters largely 

depends on the calibration dataset and the selected objective function whose definition can be supported by the implementation of sensitivity analysis. By relying 

on a sensitivity analysis driven calibration, we are able to provide an accurate and robust interpretation of the concentration profile evolution across different given 

initial conditions by relying on a unique set of effective parameter values. 
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. Introduction 

The development of accurate mathematical models to describe so-

ute mass transport in porous media is particularly challenging when

he medium is characterized by the presence of cavities, dead-end pores,

tagnant zones, and a highly heterogeneous velocity field. The structure

nd the extent of low-velocity regions directly impact solute transport,

otentially leading to long mass retention times. Accurately modeling

uch trapping effects is crucial, for example, in the context of reme-

iation and risk assessment (e.g. de Barros et al., 2013 ). A sound un-

erstanding of the conditions and pore-scale processes that physically

ontrol the rate of exchange between stagnant and fast-flowing regions

s needed to better understand solute spreading and mixing and subse-

uently the evolution of conservative and reactive transport processes

e.g. Alhashmi et al., 2015; Lichtner and Kang, 2007; Kitanidis and

ykaar, 1997; Wirner et al., 2014; Cortis and Berkowitz, 2004; Briggs

t al., 2018; Baveye et al., 2018 ). 

Solute transport has been widely studied by performing direct nu-

erical simulations at the pore scale (see e.g. Scheibe et al., 2015; Bi-

eljic et al., 2013b; Hochstetler et al., 2013; Porta et al., 2013 ). Such

echniques present the remarkable advantage of providing detailed in-

ormation on solute concentration evolution at each point of the porous
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omain. However, the applicability of such methods, which are com-

utationally demanding, is limited to small domains, typically much

maller than field scales of common interest ( Dentz et al., 2011 ). Up-

caled continuum models are consequently more suited to simulating

arger-scale systems. 

To upscale the effects of low-velocity regions on emerging transport

eatures, different approaches have been proposed such as Multi-Rate

ass Transfer Model (MRMT, Tecklenburg et al., 2016; Haggerty and

orelick, 1995; Carrera et al., 1998 ), various Continuous Time Random

alk approaches (CTRW, Berkowitz and Scher, 2009 , 1997; Le Borgne

t al., 2008; Dentz and Castro, 2009 ), time and space-fractional models

fADE, Kelly et al., 2017; Berkowitz et al., 2002 ), Time Domain Random

alk approaches (TDRW, Banton et al., 1997; Delay et Bodin, 2001;

ussian et al., 2016 ) and other nonlocal formulations ( Neuman and Tar-

akovsky, 2009 ). In particular, double or multiple continua approaches

re appealing due to their ability to explicitly distinguish stagnant zones

rom fast flowing channels. 

In the classical double-continuum approach ( Haggerty and Gorelick,

995; Carrera et al., 1998; Bear and Cheng, 2010 ), a mobile and immo-

ile continuum exchange mass as a first-order process with an effective

ass transfer coefficient. Typically, effective parameters of double or

ulti-continuum models, need to be estimated via fitting against solute
il 2019 
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oncentration data, e.g., measured breakthrough curves or solute con-

entration profiles. 

Alternatively, upscaled dual continua models have been formally de-

ived (see e.g., Souadnia et al., 2002 ) by means of volume-averaging

echniques. While appealing due to their sound theoretical basis, as dis-

ussed by Davit et al. (2012) , these formally derived double-continua

ormulations present practical limitations in terms of their applicability

o real problems. Often such models can be nearly as difficult to solve

s their pore-scale direct simulation counterparts, as they include com-

lex non-local terms, which imply significant numerical implementation

hallenges ( Porta et al., 2016 ). 

As a consequence, a number of studies have proposed more parsi-

onious effective up-scaled formulations that, however, still exploit key

ore scale information. These studies encompass Eulerian ( Porta et al.,

015 ) and Lagrangian formulations ( Sund et al., 2017a,b; Dentz et al.,

018 ). These methods are designed to embed pore-scale characteris-

ics into effective parameters which can be applied at a larger scale.

or example, Sund et al. (2017a,b ) employ trajectories and travel times

istributions measured numerically at pore-scale to infer the effective

volution of mixing and reaction rates in an effective Lagrangian spa-

ial Markov model. The work of Porta et al. (2015) focuses on the

se of pore-scale information to characterize a double-continuum trans-

ort model, from an Eulerian perspective. Porta et al. (2015) model

elies on the cumulative distribution function of velocity measured

rom a pore-scale simulation of single-phase flow and assumes that

he exchange time between high and low velocity regions is dic-

ated by the characteristic diffusion time scale. The model repro-

uces observed transport behaviors in relatively well connected three-

imensional porous systems, i.e. a beadpack and a sandstone sample.

owever, as shown by Bénichou and Voituriez (2008) , realistic cavi-

ies may be characterized by complex geometry such that it can take

n extremely long time to exchange mass from slow regions to faster

owing channels. For this reason, the double-continuum approach pro-

osed by Porta et al. (2015) might suffer limitations when the geom-

try of the porous medium is highly tortuous and presents significant

tagnant cavities. Such features may arise in both three-dimensional

e.g. carbonate rocks, see Bijeljic et al., 2013a ) and two dimensional

orous media which are often employed in simulations and exper-

ments ( Acharya et al., 2007; Wirner et al., 2014; de Anna et al.,

014 ). 

Starting from the model developed in Porta et al. (2015) , we de-

elop a double-continuum model, which explicitly accounts for a char-

cteristic time for the exchange process between high and low velocity

egions which may be larger than the diffusion time scale. This model

umps the effect of exchange process at pore-scale into a single effec-

ive parameter, which is defined as the ratio of the time required by the

olute to escape/explore the stagnant regions of the porous medium to

he characteristic diffusive time scale. Our main objective is to derive

 closed form double continuum model and to test it against numeri-

al pore-scale simulations of solute transport performed in a disordered

ynthetic two-dimensional porous medium, considering different initial

onditions. 

We explore the flexibility of the model by means of a sensitivity anal-

sis. We assess the effectiveness of the model by means of i ) a qualita-

ive inspection of concentration profiles predicted considering different

nitial conditions and ii ) quantification of the Sobol’ indices of appro-

riately defined target metrics. We also investigate the role of a Global

ensitivity Analysis (GSA) in defining a tailor-made objective function

o increase the efficacy of model calibration. 

The paper is structured as follows. In Section 2 we present the

roblem setup that will be used as the test bed for the proposed dou-

le continuum model, along with details on the pore-scale model. In

ection 3 , we derive the proposed closed form double continuum model.

n Section 4 , the flexibility of the model is explored via a GSA. Calibra-

ion and validation of the model are discussed in Section 5 and conclu-

ions are presented in Section 6 . 
207 
. Problem setting 

.1. Pore scale domain 

In this work, we consider a two-dimensional porous medium made

p of repeating periodic unit cells, Ω′ . The cell configuration is the same

s that of Porta et al. (2016) . The geometry of the unit cell is generated

y the disordered superposition of circular grains of uniform diameter

 = 8 ×10 − 5 m and then discretized into pixels of 2 ×10 − 5 m. The result-

ng pixelated image, characterized by porosity 𝜙 = 0.5948, constitutes

he reference cell configuration for the pore-scale numerical simulations.

hile this porosity value is larger than the one typically observed for

hree-dimensional porous media, two-dimensional porous media with

orosities equal or higher than the one considered here are commonly

sed in previous experimental and numerical studies (see e.g., Wirner

t al., 2014; Acharya et al., 2007; de Anna et al., 2014 ). The domain is

eriodic in both longitudinal and transversal directions. The fluid flow

n the unit cell is driven imposing a unit gradient pressure along the

ongitudinal direction and zero pressure gradient along the transverse

irection. The velocity field is steady and laminar and computed by solv-

ng the incompressible Navier-Stokes equations, assuming a fully sat-

rated medium and considering impermeable boundary conditions on

he grain-liquid interface (see Porta et al., 2016 ). The velocity field is

esolved on a regular spatial grid with a resolution of 2 ×10 − 5 m and the

umerical approximation is obtained following the methods introduced

y Bekri et al. (1995) and Coelho et al. (1997) . The grid resolution is

ne order of magnitude smaller than the average grain size, which is

stimated to 214 μm (as given by ImageJ/Fiji imaging processing soft-

are Ferreira and Rasband, 2012 ). The porous medium permeability

long the longitudinal direction is equal to 4.87 × 10 − 5 cm 

2 . The latter

s estimated through the Darcy’s law where the total flow discharge and

he pressure drop is computed using the numerically resolved pressure

nd velocity field. The resulting value of permeability is of the same

rder of magnitude of those associated with clean sand and gravel (see

ear and Cheng, 2010 ) and thus comparable with real porous systems.

he geometry of the unit cell and the associated normalized velocity

eld (normalized such that the mean velocity modulus is equal to 1) is

hown in Fig. 1 a. A unit cell has a total dimension of 4.8 ×10 − 3 m (longi-

udinal to the main flow direction) times 1.2 ×10 − 3 m (transverse to the

ain flow direction). The total length D of the porous domain is equal

o 0.192 m, corresponding to a sequence of 40 unit cells. The average

elocity along the x -axis ( U [ms − 1 ]) is equal to 6.22 × 10 − 5 ms − 1 . The

elocity field shows large variability, ranging over 10 orders of magni-

ude. 

The probability density function ( pdf ) of velocity is similar to the one

bserved in real three-dimensional porous media such as sandstones.

n Fig. 1 b, we compare the pdf observed for two real 3D geometries,

.e., Bentheimer Sandstone ( 𝜙 = 0.2147) and Doddington Sandstone

 𝜙 = 0.1949) presented by Alhashmi et al. (2016) , against the pdf of

he local velocities computed for our 2D geometry. This comparison sup-

orts that the two-dimensional system considered in our work presents a

imilar occurrence of low-velocity regions as the one observed in three-

imensional porous media. 

We define low-velocity regions as those below 10 − 2 in the nor-

alized velocity field. These regions are segregated from the well-

onnected higher-velocity channels. We use this value to distinguish

etween the disconnected Low-Velocity (LV) regions and the contin-

ous High-Velocity (HV) channels. In Fig. 1 c we explicitly identify the

olid phase and the LV and HV regions. Based on our chosen threshold

10 − 2 ), we can split the total porosity 𝜙 into two parts: 𝜙HV = 0.5131

nd 𝜙LV = 0.0817 associated with the HV and LV regions, respectively.

he choice of 10 − 2 as velocity threshold between LV and HV regions

s here based on a set of preliminary analyses investigating the sensi-

ivity of 𝜙HV / 𝜙 to the velocity threshold. For the chosen geometry we

bserve that the ratio 𝜙HV / 𝜙 shows minor changes when the velocity

hreshold varies between 10 − 2 and 10 − 8 . 
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Fig. 1. (a) The geometry of the unit cell with the associated normalized velocity field. (b) Comparison of 𝑣 ∕ ̄𝑉 pdf computed in the 2D porous medium and in two 

real 3D samples of sandstones (Doddington and Bentheimer) reported by Alhashmi et al. (2016) . (c) The geometry of the low velocity (yellow) and high velocity 

(blue) regions resulting from imposing 10 − 2 as normalized velocity threshold to discriminate between the low and high velocity regions. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version of this article.) 
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.2. Initial conditions 

The analysis of the impact of the initial solute displacement is a crit-

cal feature in assessing the robustness of solute transport models, as

ecently discussed in Puyguiraud et al. (2019) . As a test bed for the

ouble-continuum model that we will present in Section 3 , we perform

 series of pore-scale simulations of conservative transport with three

ifferent initial scenarios, labeled S_U, S_HV and S_LV: 

• S_U: in one unit cell the solute is uniformly distributed in both

the HV and LV regions. We define the initial concentration as �̄� 0 .
• S_HV: solute is uniformly distributed in only the HV region for

the extent of one unit cell. The cross-sectional averaged ini-

tial concentration in the HV region ( ̄𝐸 0 𝐻𝑉 ) is such that �̄� 0 =
�̄� 0 𝐻𝑉 𝜙𝐻𝑉 ∕ 𝜙. 

• S_LV: solute is uniformly distributed in the LV region for the ex-

tent of one unit cell. The cross-sectional averaged initial concen-

tration in the LV region ( ̄𝐸 0 𝐿𝑉 ) is such that �̄� 0 = �̄� 0 𝐿𝑉 𝜙𝐿𝑉 ∕ 𝜙. 

The aforementioned initial conditions are chosen to mimic condi-

ions of particular interest when considering, for example, a contami-

ated site (e.g. de Barros et al., 2013 ) or for the interpretation of ex-

erimental results, where solute injection in a column is typically flux

eighted. 

.3. Pore scale numerical simulations 

Pore-scale modeling of the concentration field is performed in a par-

icle tracking framework, with the Time Domain Random Walk (TDRW)

pproach described in detail in Russian et al. (2016) . This approach is

articularly suitable for simulations in media that display a broad range

f velocity such as the one considered here ( Banton et al., 1997; Delay

t al., 2002 ; Bodin, 2015 ). Classical random walk algorithms are charac-

erized by constant time discretization: random walkers move over vari-

ble distances at constant time increments. Alternatively, in the TDRW

he domain is spatially discretized and random walkers move over fixed

istances in variable time steps. Its benefit is that particles do not spend

 large number of random walk steps in low velocity regions due to a

onstant time discretization. The TDRW method is formally equivalent

o a discretized advection-diffusion equation ( Russian et al., 2016 ). At

he same time, its formulation coincides with a continuous time domain

andom walk (CTRW) with space-dependent transition times and prob-

bilities. 
208 
Here we use 2 million particles for each simulation. For each initial

ondition illustrated in Section 2.2 , we explore the temporal evolution

f concentration over a total time of 400 s. Profile concentrations are

btained by vertical integration of particle numbers normalized by the

orresponding porosity of the vertical slice. 

. Dual continuum model formulation 

The development of the double-porosity model proposed here

s built starting from the procedure originally developed by

orta et al. (2015) and it is schematically outlined in Fig. 2 . We

tart with the 2D-porous medium introduced in Section 2 ( Fig. 1 ). We

efine the average Péclet number 𝑃 𝑒 𝑎𝑣 = 𝑈𝐿 ∕ 𝐷 𝑚 where D m 

[m 

2 s − 1 ] is

he molecular diffusion coefficient and L [m] a characteristic length

cale of the system that is considered unknown a priori and should be

roperly determined. 

In the double-continuum model, the porous system is then concep-

ualized as a simplified unit cell of thickness L with a uniform shear

ow ( Fig. 2 a). The direction of flow is only in the �̂� [m] direction. The

nit cell is split into two parts, labeled mobile and immobile. The mo-

ile zone (light color in Fig. 2 a) occupies − 𝑙∕2 < �̂� < 𝑙∕2 (with �̂� [m])

nd the immobile zone (dark color in Fig. 2 a) − 𝐿 ∕2 < �̂� < − 𝑙∕2 and

∕2 < �̂� < 𝐿 ∕2 . The value of l [m] is computed such that 𝑙∕ 𝐿 = 𝜙𝐻𝑉 ∕ 𝜙
nd ( 𝐿 − 𝑙 ) ∕ 𝐿 = 𝜙𝐿𝑉 ∕ 𝜙 to partition the mobile/immobile region in the

lementary cell in the same manner as the HV and LV regions in the

eference porous medium. The velocity distribution in the mobile zone

s the (appropriately rescaled) sample cumulative distribution function

 cdf ) from pore-scale velocities belonging to the HV region of the porous

edium. In Fig. 2 b, we depict the cdf computed for the normalized fluid

elocity. The vertical dashed line represents the chosen threshold dis-

riminating between HV and LV regions. 

We define a dimensionless coordinate reference system introducing

 = �̂� ∕ 𝐿 [-] and 𝑦 = �̂� ∕ 𝐿 [-] where �̂� and �̂� are the dimensional coordi-

ates reported in Fig. 2 a. Using the dimensionless reference system we

ssume that solute transport in the unit cell is described by the following

imensionless system of equations 

 

 

 

 

 

 

 

𝜕 𝐸 𝑀 

𝜕𝑡 
+ 𝑢 

𝜕 𝐸 𝑀 

𝜕𝑥 
= 

1 
𝑃 𝑒 

1 
𝜏𝑀 

𝜕 2 𝐸 𝑀 

𝜕 𝑥 2 
+ 

1 
𝑃 𝑒 

𝜕 2 𝐸 𝑀 

𝜕 𝑦 2 
|𝑦 | < 𝑙∕(2 𝐿 ) 

𝜕 𝐸 𝐼 

𝜕𝑡 
= 

1 
𝑃 𝑒 

1 
𝜏𝐼𝑀 

𝜕 2 𝐸 𝐼 

𝜕 𝑥 2 
+ 

𝑅 𝐷 

𝑃 𝑒 

𝜕 2 𝐸 𝐼 

𝜕 𝑦 2 
|𝑦 | > 𝑙∕(2 𝐿 ) 

(1) 
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Fig. 2. (a) outline of the simplified unit cell and (b) definition of the Cumulative Density Function ( cdf ) of the local velocities of the fluid phase. 
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ompleted by the following boundary conditions 

 𝑀 

= 𝐸 𝐼 and 
𝜕 𝐸 𝑀 

𝜕𝑦 
= 𝑅 𝐷 

𝜕 𝐸 𝐼 

𝜕𝑦 
|𝑦 |= 𝑙∕(2 𝐿 ) (a) 

𝜕 𝐸 𝐼 

𝜕𝑦 
= 0 |𝑦 |= 1∕2 (b) 

(2) 

here E M 

( x, y, t ) = C E M 

( x, y, t )/ c 0 [-] and E I ( x, y, t ) = C E I ( x, y, t )/ c 0
-] are dimensionless concentrations in the mobile (HV) and immobile

LV) zones of solute E , respectively; C E M 

( x, y, t )[mol L − 1 ] and C E I ( x,

, t )[mol L − 1 ] are the concentrations in mobile and immobile region,

mol L − 1 ], and c 0 , [mol L − 1 ], is a characteristic concentration; u [-] rep-

esents the dimensionless velocity along the x -direction computed as the

atio between the dimensional velocity �̂� (ms − 1 ) and the mean velocity

n the mobile region U M 

[ms − 1 ], i.e. 𝑢 = �̂� ∕ 𝑈 𝑀 

; t [-] is the dimensionless

ime defined as 𝑡 = ̂𝑡 ∕ 𝑡 𝑎 where 𝑡 [s] is the time and t a = L / U M 

[s] is the

dvective time scale; Pe [-] is the Péclet number computed based on the

ean mobile velocity as Pe = U M 

L / D m 

. 

We introduce in (2) two key novel elements with respect to the for-

ulation of Porta et al. (2015) : 

• We include the dimensionless parameters 𝜏M 

and 𝜏IM 

that rep-

resent the tortuosity factors associated with the HV and LV re-

gions respectively. Including 𝜏M 

and 𝜏IM 

embeds the impact of

the phase geometry on the evolution of solute diffusion along the

x -direction in the simplified unit cell ( Shen and Chen, 2007 ). The

values of 𝜏M 

and 𝜏IM 

are computed directly using the HV and LV

geometries, by mean of the TauFactor Matlab code ( Cooper et al.,

2016 ; MATLAB® and Statistics Toolbox Release, 2016b ). The HV

region is characterized by 𝜏M 

= 2.48, while 𝜏IM 

is infinite since

the LV region is clearly disconnected ( Fig. 1 c). The latter is a

consequence of considering a two-dimensional porous medium.

In more realistic 3D systems, the LV region is connected due to

the no-slip boundary condition imposed at the solid-fluid inter-

face and the fact that solid phases connect (unlike in 2D). Here,

to mimic a disconnected LV region, we imposed a very high value

of tortuosity, 𝜏IM 

= 100. 
• we introduce parameter R D in ( 2(a) ), defined as 

𝑅 𝐷 = 

𝑡 𝐷 

𝑡 𝑒 
(3) 

where t e [s] is the characteristic time required by the solute to

escape/explore the stagnant regions of the porous medium while

the t D [s] is the characteristic time scale of the diffusion process

in a free fluid. 

In Porta et al. (2015) , the mass exchange between HV and LV regions

s modeled as a diffusive process at the interface of immobile and mobile

ones, which means that the characteristic time of the mass exchange

s assumed equal to the characteristic diffusion time t D = L 2 / D m 

. This

hoice may not always be appropriate, for example, if the porous struc-

ure includes large stagnant cavities connected to fast channels through
209 
arrow bottlenecks. Indeed, pore-scale and theoretical investigations

e.g. Wirner et al., 2014; Bénichou and Voituriez, 2008; van Genuchten,

985; Holcman and Schuss, 2013; Holcman and Schuss, 2004 ) show that

olute mass enclosed in a stagnant (or fast-flowing) region may take an

xtremely long time to escape (or explore) the zone depending on its

hape. 

Applying the same averaging procedure implemented by

orta et al. (2015) on the system (2) and (3) , the closed section

veraged form of the proposed model reads (see the Supplementary

aterial for more details) 

 

 

 

 

 

 

 

 

 

𝜕 �̄� 𝑀 

𝜕𝑡 
+ 

𝜕 �̄� 𝑀 

𝜕𝑥 
+ 

𝜕 

𝜕𝑥 

[ 
𝑑 𝐻1 

𝜕 �̄� 𝑀 

𝜕𝑥 
+ 𝑑 𝐻2 Δ�̄� MI 

] 
= 

1 
𝑃 𝑒 

1 
𝜏𝑀 

𝜕 2 �̄� 𝑀 

𝜕 𝑥 2 
+ 

𝜙

𝑃 𝑒 𝜙HV 

( 

𝑒 1 
𝜕 �̄� 𝑀 

𝜕𝑥 
+ 𝑒 2 Δ�̄� MI 

) 

𝜕 �̄� 𝐼 

𝜕𝑡 
= 

1 
𝜏IM 

1 
𝑃 𝑒 

𝜕 2 �̄� 𝐼 

𝜕 𝑥 2 
− 

𝜙

𝜙LV 𝑃 𝑒 

( 

𝑒 1 
𝜕 �̄� 𝑀 

𝜕𝑥 
+ 𝑒 2 Δ�̄� MI 

) 

(4) 

here �̄� 𝑀 

( x, t ) and �̄� 𝐼𝑀 

( x, t ) are the averaged (along the y -direction

n the cell) concentrations of the solute in the mobile and immobile re-

ions, respectively, while Δ�̄� 𝑀𝐼 = �̄� 𝑀 

− �̄� 𝐼𝑀 

. The effective parameters

 H 1 , d H 2 , e 1 and e 2 appearing in (5) are defined as follows 

 𝐻1 = 

𝐿 

𝑙 ∫
𝑙∕ ( 2 𝐿 ) 

− 𝑙∕ ( 2 𝐿 ) 
𝑏 1 ̃𝑢 d 𝑦 ; 𝑑 𝐻2 = 

𝐿 

𝑙 ∫
𝑙∕ ( 2 𝐿 ) 

− 𝑙∕ ( 2 𝐿 ) 
𝑏 3 ̃𝑢 d 𝑦 (5) 

 1 = 2 𝑅 𝐷 

𝜕𝑏 2 

𝜕𝑦 

||||𝑦 = 𝑙∕ ( 2 𝐿 ) = 2 𝜕𝑏 1 𝜕𝑦 

||||𝑦 = 𝑙∕ ( 2 𝐿 ) ; 𝑒 2 = 2 𝑅 𝐷 

𝜕𝑏 4 

𝜕𝑦 

||||𝑦 = 𝑙∕ ( 2 𝐿 ) = 2 𝜕𝑏 3 𝜕𝑦 

||||𝑦 = 𝑙∕ ( 2 𝐿 ) (6) 

here b i ( i = 1, 2, 3, 4) are four closure variables and ̃𝑢 indicates the fluc-

uation of the velocity along the x direction with respect to the mean ve-

ocity. The set of closure variables b i ( i = 1, . . . , 4) can be solved numeri-

ally given the known u ( y ) and b i ( y ) in the simplified unit cell. Details on

he closure problem and its solution are provided in the Supplementary

aterials. 

Investigating the specific relationship between porous geometry

tructure and R D is beyond the scope of the present work and is post-

oned to future efforts, but understanding its role on large-scale trans-

ort is considered next. For the purposes of this work, the quantity R D is

onsidered as an effective parameter along with the characteristic length

cale L whose characterization based on pore-scale geometry feature is

till open to debate and different methodologies have been proposed

n literature (see e.g. Bear and Cheng, 2010; Mostaghimi et al., 2012;

iena et al., 2014; Meyer and Bijeljic, 2016; Alhashmi et al., 2016; Dul-

ien, 2012 ). Moreover, we highlight here that the definition of the unit

ell depends on the velocity threshold imposed on the porous medium

o distinguish between HV and LV regions. In this study, we select a spe-

ific threshold value and focus on the investigation of different transport

onditions, as a consequence of different solute distributions. The iden-

ification of thresholds to discriminate high and low velocity regions
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Fig. 3. (a) Temporal evolution of Q ( t ) for four different combinations of the effective parameters L and R D computed relying on the S_LV initial scenario; 

(b) Concentration profiles yielded by model implementation at ̂𝑡 = 200 s for the same four combinations of parameter values and initial scenario reported in panel 

(a). The shadowed yellow area identifies the location of the solute in the initial condition. (For interpretation of the references to color in this figure, the reader is 

referred to the web version of this article.) 
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as been a subject of previous works (see e.g. de Anna et al. , 2017 ;

orta et al., 2015 ), and may be reconsidered in future works to extend

ur analysis. 

. Characterization of the mass transfer at the continuum scale 

In this Section, we elucidate how the proposed model accounts for

he exchange process between fast and slow regions and the impact of

he exchange process on solute evolution depending on the initial con-

itions. 

.1. Quantification of mass transfer time 

As a proxy to quantify the exchange process simulated by the model

e introduce 

 ( ̂𝑡 ) = 

|||⟨𝐸 𝐼 ( ̂𝑡 ) 
⟩
− 

⟨
𝐸 𝑀 

( ̂𝑡 ) 
⟩|||

𝐸 0 
(7)

here ̂𝑡 [s] is time, E 0 is the initial concentration of the conservative so-

ute, ⟨𝐸 𝐼 ( ̂𝑡 ) ⟩ and ⟨𝐸 𝑀 

( ̂𝑡 ) ⟩ are the average concentration in the immobile

nd mobile zones along the x -direction D respectively, i.e., 

𝐸 𝑗 ⟩ = 

∫
𝐷 
�̄� 𝑗 dx 

𝑉 𝑗 
with 𝑗 = I , M (8)

ith V M 

and V I equal to the pore volume associated with the HV and

V regions of the porous domain. An illustrative example of Q ( ̂𝑡 ) com-

uted for initial condition S_LV and four combinations of L and R D is

hown in Fig. 3 a. We observe that Q ( ̂𝑡 ) decreases monotonically from

 to 0 over time. When Q ( ̂𝑡 ) is equal to 1 all of the solute mass is in

he immobile zone, while Q ( ̂𝑡 ) = 0 indicates an equilibrium between

he solute mass flux escaping and entering the immobile zone. How

uickly Q reaches zero tells us how quickly the exchange process occurs.

he red line ( L = 1000 μm; R D = 1 ×10 − 4.72 ) and blue line ( L = 98 μm;

 D = 1 ×10 − 0.16 ) in Fig. 3 a illustrate two extremes cases. For large L and

mall R D, Q ( ̂𝑡 ) suggests an extremely slow escape process such that at

00 s the solute is still almost totally trapped in the immobile zone. This

s confirmed in Fig. 3 b where we display solute concentration profiles at
̂
 = 200 s for the same combination of L and R D values of in Fig. 3 a. The

ellow area identifies the initial step condition. The concentration pro-

le for L = 1000 μm and R D = 1 ×10 − 4.72 (red line) coincides closely with

he initial condition. By contrast, for small L and R D close to one, the

xchange process is virtually instantaneous since Q ( ̂𝑡 ) approaches zero

n the first time step of the simulation (see blue line in Fig. 3 a). The cor-

esponding concentration profile (blue line in Fig. 3 b) does not present
210 
eavy tailing nor strong asymmetry suggesting that the retentive effect

f the stagnant regions is negligible. The black and magenta lines repre-

ent intermediate conditions demonstrating that both L and R D influence

he mass exchange process. The four different profiles in Fig. 3 b present

ompletely different shapes and spreading patterns, demonstrating that

ithin the context of the proposed model accessibility of the stagnant re-

ions can significantly impact the profile evolution, even when starting

rom the same initial condition (i.e., S_LV). 

.2. Impact of the initial condition 

The value of effective parameters embedded in the formulation 4 –6

hould depend solely on the porous medium structure and geometry of

avities. This implies that the parameter values should not depend on

he initial condition being investigated. By considering different initial

onditions as introduced in Section 2 , we can compare concentration

rofiles at ̂𝑡 = 200 s yielded by fixing the values of effective parameters

 and R D ( Fig. 4 ). The combinations of parameters selected for Fig. 4 are

hose in Fig. 3 for the S_LV scenario. When the exchange process is very

ast (magenta and blue lines in Fig. 3 a), the impact of the initial condi-

ion is virtually not detectable ( Fig. 4 d). As the exchange process slows

own, the initial condition impacts predictions more markedly. The sce-

arios S_HV and S_U lead to similar profiles in term of spread and skew-

ess; the only notable difference is that the solute with S_U is prone to

evelop a thicker backward tail (see Fig. 4 a–c) as part of the solute is

nitially entrapped in the immobile zone. The profiles generated starting

rom the S_HV scenario present a symmetric shape for both very fast and

xtremely slow exchange process (see Fig. 4 b and d). The solute profiles

eatures associated with S_LV are markedly different, as solute has to

eave the trapped phase before beginning its downstream journey. 

.3. Global Sensitivity Analysis 

The qualitative analysis illustrated above provides a quick under-

tanding of the impact of the exchange process on model predictions,

imited to only four combinations of effective parameters selected for

resentation purposes. To explore more extensively and rigorously the

mpact of the variability of the effective parameters on solute transport

epending on the initial condition, we investigate different model re-

ponses by means of a Global Sensitivity Analysis ( Saltelli et al., 2008;

obol, 1993 ). Our goal is to explore the sensitivity of the mass transfer

rocess to L and R D and thereby the resulting impact of mass transfer

n the shape of longitudinal concentration profiles under different sce-
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Fig. 4. Concentration profiles given by the solution of Eqs. (4) –(6) at 𝑡 = 200 s for S_U, S_HV and S_LV initial conditions with L = 91 μm and R D = 10 − 4.79 (a), 

L = 1000 μm and R D = 10 − 4.72 (b), L = 757 μm and R D = 10 − 1.95 (c) and L = 98 μm and R D = 10 − 0.16 (d). The shadowed yellow areas indicate the location where the 

solute is initially placed. 
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Fig. 5. Evolution of the log T 50 across the parameter space (i.e., log L and log 

R D ) for the N sampled combinations of L and R D , values of L are in meters. 
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arios. To this end, we define the following outputs 

 50 = 

{
𝑡 |𝑄 ( ̂𝑡 ) = 0 . 5 

}
(9) 

2 ( ̂𝑡 ) = ∫𝐷 
[
�̂� − 𝜇( ̂𝑡 ) 

]2 
�̄� 𝑛 ( ̂𝑥 , ̂𝑡 ) 𝑑 ̂𝑥 (10)

( ̂𝑡 ) = 

∫
𝐷 

[
�̂� − 𝜇( ̂𝑡 ) 

]3 
�̄� 𝑛 ( ̂𝑥 , ̂𝑡 ) 𝑑 ̂𝑥 

𝜎3 ( ̂𝑡 ) 
(11)

here �̄� 𝑛 is the section-averaged concentration normalized to total so-

ute mass present in the system and 𝜇( ̂𝑡 ) is the first spatial moment of
̄
 𝑛 . Here, T 50 [s] is a characteristic time for mass transfer, while 𝜎2 and

quantify spreading and skewness of the solute concentration profile.

e assume the two effective parameters embedded in the model (i.e.

 D and L ) to be two independent uniformly distributed random vari-

bles. The parameter L is assumed to vary in ΩL defined between 80 μm,

he diameter of the cylinders used to generate the porous medium (see

ection 2 ), and 1200 μm, i.e. the total length of the periodic unit cell in

he transverse direction. The parameter space of R D ( ΩRD ) is bounded

etween 1 and 10 − 5 . The upper bound corresponds to a porous struc-

ure that is easily accessible by the solute with the escape/exploration

ime of the cavities equal to t D . The lower bound is estimated based on

he results of Wirner et al. (2014) , who investigate trapping effects of

tagnant zones in a quasi two-dimensional porous medium, similar in

ature to the one we use here. Using N quasi-Monte Carlo Sobol, 1998 )

amples ( N = 1000) of the parameter space ΩL ×ΩRD , we run the model

or each of the three different initial conditions and compute the first

rder Sobol’ indices associated with the three target variables (9) –(11) .

Note that as we consider only two parameters, we can state the fol-

owing equality by the ANOVA (ANalysis Of VAriance, Sobol, 1993 ) de-

omposition of variance 

 𝐼 ( 𝑘 ) 𝐿 + 𝑆 𝐼 ( 𝑘 ) 𝑅𝐷 + 𝑆 𝐼 ( 𝑘 ) 𝐿,𝑅𝐷 = 1 with 𝑘 = 𝑇 50 , 𝜎
2 , 𝛾 (12)

here SI(k) L and SI(k) RD are the first order Sobol’ indices of variable k

ssociated with parameters L and R D , respectively, while SI(k) L,RD is the
211 
econd order Sobol’ index quantifying two parameter interaction effects

n target quantity k . 

Fig. 5 shows that the characteristic time associated with mass trans-

er T 50 is influenced by both parameters so that its variability is ex-

lained mostly by the combined variation of the two parameters. This

esult is quantified by Sobol’ indices, which show the largest contribu-

ion to the variance of T 50 is given by the combined effect of the two

ffective parameters ( SI ( T 50 ) L,RD = 0.55, see Table 1 ). This essentially

eans that information on both parameters ( L and R D ) can help to bet-

er constrain this output (and vice versa, i.e. this output, if measurable,

ould be used to constrain both parameters). 

The signature of the results on T 50 is reflected in a different fashion

n profile shapes for different scenarios, as shown in Fig. 6 . The Sobol’

ndices indicate that for scenario S_LV, spreading is mainly influenced

y the combined variability of L and R because SI ( 𝜎2 ) + SI ( 𝜎2 ) < 0.5
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Fig. 6. Sobol’ indices computed for (a) the spread of the concentration profile ( 𝜎2 ) and (b) the skewness of the concentration profiles ( 𝛾). Both panels (a) and (b) 

report the Sobol’ indices at five time levels ( ̂𝑡 = 10, 50, 100, 200 and 400 s) for the three different initial scenarios investigated in this work (S_U, S_HV, and S_LV). 

The blue and yellow portions of the bars quantify SI(k) L and SI(k) RD , respectively, with k = 𝜎2 , 𝛾. (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.) 

Table 1 

First and second order Sobol’ indices computed for the target variable T 50 . 

Index Sobol’ indices value 

SI( T 50 ) L 0.12 

SI( T 50 ) RD 0.33 

SI( T 50 ) L,RD 0.55 
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Table 2 

Maximum likelihood estimated values of R D and L with the corresponding con- 

fidence interval obtained by implementing OBF as an optimization criterion for 

the calibration procedure applied to pore-scale average concentration data at 

𝑡 = 100 s and S_HV. 

Parameter Estimated value Confidence interval 

L [μm] 743 [673, 819] 

R D 10 − 1.011 [10 − 1.3257 , 10 − 0.6963 ] 

m  

p

5

 

m  

e

𝑂  

w  

𝐸  

l  

E  

j  

f  

H  

c  

e  

M  

w  

c  

c  

p  

d

a  

v  

s

or all the considered times. This is explained by the fact that for S_LV

olute displacement is limited by mass transfer to high velocity regions

rom low velocity regions, where the solute is initially residing. A simi-

ar result is obtained for the skewness 𝛾 limited to early times. At larger

imes, 𝛾 appears to be chiefly influenced by R D for S_LV, while the influ-

nce of L becomes relatively small after 𝑡 = 50 s. In the S_HV scenario,

arameter L almost entirely controls the variance of 𝜎2 and the chosen

ength scale has a prominent impact on the solute spread in the mobile

egion. In this scenario, the solute accesses low velocity regions by mass

ransfer while being transported downstream. Parameter L has an effect

n the Pe number and thereby on the spreading of the profile due to

ispersion in the mobile region (i.e., dispersive parameters in Eq. (5) in-

rease with L ). The effect of R D and the coupled effect between the two

arameters emerge more clearly when profile skewness 𝛾 is considered.

n particular, 𝛾 is chiefly influenced by the joint variation of the two

arameters ( SI ( 𝛾) L + SI ( 𝛾) RD < 0.6) for 𝑡 > 50 s. These results show that

olute mass transfer has a negligible influence on spreading for S_HV,

ut is persistently reflected in the profile skewness at long times. 

In scenario S_U mass distribution between high and low velocity re-

ions is at equilibrium in the initial condition, i.e. the effect of mass

ransfer can be expected to be minor compared with the other two cases.

onsistent with this observation, spreading 𝜎2 is initially controlled ex-

lusively by L , while with time the situation is gradually reversed, i.e. R D 

ecomes the most important parameter. At all times SI ( 𝜎2 ) L + SI ( 𝜎2 ) RD 

1 and SI ( 𝛾) L + SI ( 𝛾) RD > 0.8, showing that the two parameters act in-

ependently to influence the profile shape in scenario S_U. 

. Model calibration and validation 

In Section 4 , we showed that the proposed model is flexible and able

o reproduce symmetric, highly skewed profiles or entrapped solute for

n extremely long time by opportunely setting two effective parameters

 and R . In this Section, we discuss calibration and validation of the
D 

212 
odel against pore-scale simulations performed in the two-dimensional

orous medium from Section 2 . 

.1. Model calibration 

Calibration of the continuum model is performed through the mini-

ization of two different objective functions: OBF and a Sensitivity Ori-

nted Objective Function ( SOOF ). We define OBF as 

𝐵𝐹 = 

𝐷𝐶 ∑
𝑖 =1 

[
𝐸( ̂𝑥 𝑖 ) − 𝐸 

∗ 
𝑖 

]2 
(13)

here �̄� ( ̂𝑥 𝑖 ) is the concentration from the continuum model at �̂� 𝑖 while

 

∗ 
𝑖 
( ̂𝑥 𝑖 ) is the section-average concentration from the pore-scale simu-

ations. DC is the number of data used in the calibration. To compute

 

∗ , we use the same discretization as for the velocity field grid. Ob-

ective functions like that in (13) are commonly used to estimate ef-

ective model parameters for solute transport (e.g., Porta et al., 2016;

ochstetler and Kitanidis, 2013; Sanchez-Vila et al., 2010 ) since con-

entration profiles are a typical experimental observable (e.g. Gramling

t al., 2002; Berkowitz et al., 2000; Ye et al., 2015; Molins et al., 2014;

olins et al., 2012 ). We employ OBF in the maximum likelihood frame-

ork ( Carrera and Neuman, 1986 ) to estimate L and R D considering the

oncentration profile at ̂𝑡 = 100 s for only the S_HV initial condition. This

hoice is consistent with the common practice of characterizing trans-

ort parameters in scenarios where the solute is injected in the porous

omain in a flux-weighted fashion. The estimated values of L and R D 

nd corresponding variability inferred from the estimated standard de-

iations (as given by the approximated parameter covariance matrix,

ee Carrera and Neuman, 1986 ) are reported in Table 2 . 
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Fig. 7. (a) Evolution of P 1 as a function of log L and (b) evolution of P 2 as a function of log R D computed for the N combinations of parameter explored in the 

sensitivity analysis, values of L are in meters. The shadowed (red and blue) areas represent the interval of parameters where the P 1 and P 2 quantities approach the 

minimum value. Panel (c) presents the evolution of SOOF throughout the parameter space explored in the sensitivity analysis. The solid white lines indicate the likely 

location of the minimum of the SOOF . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Successively, as an alternative to OBF , we define a sensitivity ori-

nted objective function SOOF as 

 1 = 

|||||1 − 

𝜎2 𝑀 

𝜎2 PS 

||||| (14) 

 2 = 

||||1 − 

𝛾𝐹 

𝛾PS 

|||| (15) 

𝑂 𝑂 𝐹 = 𝑃 1 + 𝑃 2 (16)

here 𝛾F and 𝛾PS represent the skewness computed from the double-

ontinuum model and pore-scale model implementation, respectively,

t 𝑡 = 400 s considering the S_U initial condition. Quantities 𝜎2 
M 

and
2 

PS indicate the spread yielded by the continuum model and pore-scale

odel, respectively, at ̂𝑡 = 50 s considering the S_HV initial scenario. The

bjective function SOOF is specifically chosen based on the result of our

ensitivity analysis ( Razavi and Gupta, 2015; Pianosi et al., 2016 ). Based

n the Sobol’ sensitivity indices in Fig. 6 , we highlight that 𝜎2 in the

_HV scenario shows a substantial sensitivity to L , especially for early

ime ( ̂𝑡 = 10 s and 50 s) while 𝛾 presents a marked sensitivity to R D at

arge time. This is corroborated by further inspection of the evolution of

 1 and P 2 through the parameter spaces ΩL ( Fig. 7 a) and ΩRD ( Fig. 7 b),

espectively. 

In Fig. 7 a and b we depict the evolution of P 1 and P 2 respectively for

ll combinations of parameters explored in the sensitivity analysis. The

rend of P 1 clearly suggests the presence of a minimum on the interval

L , i.e., IL = [763 μm, 863 μm]. Note that the confidence interval and

he best estimate reported in Table 2 are in agreement with this interval
213 
L. P 1 shows steep gradients outside IL which is a desired feature of the

bjective function when dealing with the calibration process. In Fig. 7 b

he P2 is displayed as a function of R D . P 2 approaches its minimum in

he interval IR D = [10 − 2.37 , 10 − 1.955 ]. Note that the best estimate and the

onfidence interval of R D in Table 2 do not correspond to the indications

iven by the P 2 criterion. This is further discussed in Section 5.2 . Similar

o criterion P 1, P 2 shows a unique minimum located in a delimited area

f the parameter space. 

Criterion SOOF combining the quantities P 1 and P 2 results in an ob-

ective function sensitive to both parameters included in the continuum

odel. By observing the value of SOOF over the parameter space in-

estigated in the sensitivity analysis ( Fig. 7 c), we note that it has a

lobal minimum corresponding to the intersection of the two white solid

ines. SOOF is minimized using the fmincon Matlab function leading to

 = 673.4 μm and R D = 10 − 1.9972 which lie in IL and IR D , respectively. 

.2. Model validation and discussion 

In Fig. 8 , we present the comparison between the solute concen-

ration profiles yielded by the model and the section averaged pore-

cale data E ∗ at different times ( ̂𝑡 = 50, 100, 200 and 400 s). The

ashed lines represent the continuum model results using L = 743 μm

nd R D = 10 − 1.011 based on OBF as discussed in Section 5.1 . The solid

ines indicate the continuum model profiles obtained for L = 673.4 μm

nd R D = 10 − 1.9972 based on SOOF . Fig. 8 a–c corresponds to the three

ifferent initial conditions, i.e. S_HV ( Fig. 8 a), S_U ( Fig. 8 b) and S_LV

 Fig. 8 c). For simplicity, we refer to M1 and M2 as predictions by the

ontinuum model calibrated according to OBF and SOOF , respectively. 
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Fig. 8. Comparison of concentration profiles yielded by M1 (dashed lines), M2 (solid lines) and pore-scale model (circles) at ̂𝑡 = 50, 100, 200 and 400 s associated 

with S_HV (a), S_U (b) and S_LV (c) scenarios. 
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In Fig. 8 a, both M1 and M2 demonstrate good performance for sce-

ario S_HV. The predictions of M1 and M2 are very close, leading to

imilar values of concentration peak, spread and shape for all the times

nvestigated. A closer inspection reveals that at 𝑡 = 100 s M1 better

atches the pore-scale profile, consistent with the definition of OBF .

t larger times ( ̂𝑡 = 200 s and 𝑡 = 400 s) a qualitative analysis suggests

hat M1 tends to match closely the frontward tail while M2 shows more

ccuracy in reproducing the backward tail. We avoid quantitative com-

arison given the intense fluctuations from the pore-scale data, which

ay yield misleading results. 

The formulation of the continuum model presented in Sections 3 and

 embeds the effect of pore-scale processes in the two effective parame-

ers L and R D, which should depend only on pore structure and geometry.

f so, in principle, the estimated parameters relying on OBF should be

xportable to the prediction of solute concentrations obtained in S_LV

nd S_U, even though these scenarios were not part of the calibration

rocess. For S_U ( Fig. 8 b), M1 provides a good interpretation of the for-

ard tail and the concentration peak but tends to underestimate the

ackward tail. This is clear especially at 𝑡 = 100 s and 𝑡 = 200 s. Con-

erning S_LV, M1 poorly interprets pore-scale data: the backward tail is
214 
arkedly underestimated while the concentration peak is overestimated

or all considered times shown in Fig. 8 c. Model M1 only presents a good

atch with data associated with fast flowing solute, i.e. a small portion

f the frontward concentration tail. This is because M1 is calibrated to

escribe the mobile solute as shown in Fig. 8 a. 

Based on the results in Fig. 8 , we can assert that the classical OBF

llows calibration of a model with enough accuracy to predict concen-

ration profiles at all times when the same initial condition is explored.

owever, we show that OBF may not be appropriate to estimate param-

ter values intended to be implemented for diverse initial conditions. 

The combination of effective parameters (i.e. L = 673.4 μm and

 D = 10 − 1.9972 ) associated with M2 leads to improved predictions of the

rofiles for S_U and S_HV when compared to M1. In Fig. 8 b, M2 and M1

re virtually indistinguishable at 𝑡 = 50 s, but M2 better captures the

ehavior of the backward tail at longer times. This result is obtained

y explicitly incorporating information on the skewness of the profile,

hich carries the necessary information to constrain R D ( Fig. 6 ). As the

ength scale in M1 ( L = 743 μm) is close to that of M2 ( L = 673.4 μm), we

xpect that the improved interpretation of the backward tails in Fig. 8 b

s mainly attributable to the different order of magnitude in the estimate
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Fig. 9. Evolution of the OBF across the parameter space. The white rectangle in- 

dicates the range of the parameter space where the OBF approaches the smallest 

values in the parameter space explored. 
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f R D . Concerning the S_LV scenario, M2 shows excellent performance

n reproducing the larger times ( ̂𝑡 = 200, 400 s) and matching the peak

f solute concentration at ̂𝑡 = 100 s even as it fails in capturing the exact

rofile shape at early times, i.e. 𝑡 = 100 s and 𝑡 = 50 s ( Fig. 8 c). The

ismatch at early times can be attributed to a limitation of the contin-

um model, which condenses the escape process from cavities with a

ingle characteristic time scale t e . This simplifies implementation, but

nly captures the average behavior of the cavities and not the complete

istribution of transit times that may be present (see e.g., Wirner et al.,

014 ). This limitation is highlighted when considering scenario S_LV

here the escape process is crucial for determining concentration evo-

ution. 

As discussed in Section 5.1 , SOOF is tailor-made for this specific

odel and problem setting based on the sensitivity analysis in Section 4 .

y investigating the sensitivity, we can explain discrepancies and the

eliability of parameter estimates obtained by using OBF compared to

OOF . 

We conclude our analysis by a close inspection of the shortcomings

n the implementation of OBF . Fig. 9 shows that OBF has its minimum

n the region, highlighted by the white rectangle. Criterion OBF sharply

aries with L close to the minimum but has negligible gradients along

 D . This observation suggests that OBF is a strong criterion for estimat-

ng L . Indeed, the estimated values of L from OBF and SOOF are con-

istent and reinforce one another. On the other hand, the identification

f an optimal value for R D is problematic through OBF . Thereby, back-

ard tails are not matched by M1. This result is in apparent contrast

ith the observation that the skewness ( 𝛾) of the profile obtained for

_HV is largely influenced by R D at ̂𝑡 = 100 s (as indicated by the Sobol’

ndices SI( 𝛾) RD = 0.43, see Fig. 6 ), which would suggest that these data

re appropriate to properly estimate R D . By looking at Fig. 9 , we can

ote that the sensitivity of OBF to R D is not uniform across the parame-

er space for values of L larger than 500 μm (i.e., log L > -3.3). This result

grees with previous observations that global sensitivity measures are

ffective in identifying general trends but may overlook local sensitiv-

ties, which are eventually relevant in a parameter estimation context

see also, Ceriotti et al., 2018 ). 

. Conclusions 

The present work is devoted to the formulation, calibration, and val-

dation of a double-continuum model for solute transport in porous me-
215 
ia, which aims to embed characteristics of the pore-scale geometry and

elocity field. 

As opposed to available non-Fickian transport models ( Neuman and

artakovsky, 2009 ) or those rigorously derived through Volume Averag-

ng ( Davit et al., 2012 ), our model does not include any nonlocal term,

hich makes the model implementation straightforward. In spite of this

implification, the method can reproduce features commonly observed

n porous media with essentially disconnected micro- and macro-pores,

.e. single peak to a double peak concentration profile (see de Vries et al. ,

017 ). The switch between different emerging behaviors is governed in

ur model by two effective parameters, which are explicitly linked to

he geometry and the velocity field of the porous medium. 

Supported by the efficient sensitivity oriented calibration, our pro-

osed model is able to capture many crucial features of the concentra-

ion profile evolution over time for all considered scenarios (see Fig. 8 ).

hus, despite the simplicity of model structure and the absence of spa-

ial and temporal non local terms that arise in rigorous upscaling ap-

roaches, the model shows promising performances, yielding good fits

nd predictive capabilities to the diverse solute transport scenarios con-

idered here. We are able to identify a unique combination of effec-

ive parameters that characterize well, on average, the exchange process

ased solely on the features of the porous medium and the velocity field.

owever, its identification is not trivial and depends on the type of cal-

bration data available and the structure of the objective function to be

ptimized. The use of classical mismatch between data and observations

 OBF ) for model calibration provides parameter estimates that perform

ell in describing solute transport for the S_HV scenario but these esti-

ates were not exportable to other initial scenarios. In our case study,

sing a criterion driven by sensitivity analysis results ( SOOF ) for param-

ter estimation instead of OBF leads to an improved characterization of

he model effective parameters, especially R D . This result aligns with

he idea that formulating an efficient objective function is a crucial aim

long with the model development/implementation depending on the

ata available and the reference scenario investigated. This clearly sug-

ests that the sensitivity analysis of an effective model can be an efficient

ool to design ad hoc metrics for model calibration and circumvent the

se of weakly sensitive objective functions for parameter estimation. 

Moreover, investigating the role played by the different parameters

y means of sensitivity analysis allows a better understanding of the

olute transport phenomena itself. Our results demonstrate that the im-

act of the exchange process on the solute profile is significant and can

ead to notably different shapes and spreading patterns even when start-

ng from the same initial condition ( Fig. 4 ). Modeling the access/escape

rocess of stagnant zones is crucial for capturing the complex patterns

ssociated with complex real porous media structures, e.g. such as those

bserved in carbonates. 

Our analysis on three different initial conditions clearly suggests that

he mass exchange process does not always affect the solute profile evo-

ution: it is possible to observe a perfectly symmetric profile even in

orous media characterized by extremely inaccessible cavities and dead

nd pores depending on the initial condition selected (see Fig. 4 b, S_HV,

ashed line). This is clearly shown by the Sobol’ indices results ( Table 1

nd Fig. 6 ) which indicate that the exchange mass process and model

arameters have a different impact depending on the initial scenario

onsidered. We can conclude that tracer tests performed for a single ini-

ial condition may lead to incomplete knowledge of the porous medium

tructure and understanding of the impact of mass exchange processes. 
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