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Abstract Turbulence causes rapid mixing of solutes and fine particles between open channel flow and
coarse‐grained streambeds. Turbulent mixing is known to control hyporheic exchange fluxes and the
distribution of vertical mixing rates in the streambed, but it is unclear how turbulent mixing ultimately
influences mass transport at the reach scale. We used a particle‐tracking model to simulate local‐ and
reach‐scale solute transport for a stream with coarse‐grained sediments. Simulations were first used to
determine profiles of vertical mixing rates that best described solute concentration profiles measured within
a coarse granular bed in flume experiments. These vertical mixing profiles were then used to simulate a pulse
solute injection to show the effects of turbulent hyporheic exchange on reach‐scale solute transport.
Experimentally measured concentrations were best described by simulations with a nonmonotonic mixing
profile, with highest mixing at the sediment–water interface and exponential decay into the bed. Reach‐scale
simulations show that this enhanced interfacial mixing couples in‐stream and hyporheic solute transport.
Coupling produces an interval of exponential decay in breakthrough curves and delays the onset of
power law tailing. High streamwise velocities in the hyporheic zone reduce mass recovery in the water
column and cause breakthrough curves to exhibit steeper power law slopes than predictions from
mobile‐immobile modeling theory. These results demonstrate that transport models must consider the
spatial variability of streamwise velocity and vertical mixing for both the stream and the hyporheic zone, and
new analytical theory is needed to describe reach‐scale transport when high streamwise velocities are
present in the hyporheic zone.

1. Introduction

Transport and transformation in the hyporheic zone are closely linked to the structure of stream sediments
and to streamflow. Sediment properties such as grain size and surface chemistry influence habitat for
microbial biofilms, which are a primary driver of subsurface reactions, and hyporheic residence times
(Aubeneau et al., 2016; Battin et al., 2007; Battin et al., 2016; Boulton et al., 1998). Streambed topography
and permeability interact with stream and groundwater flow to set the rate and timing of solute transport
in the hyporheic zone. Distributions of residence time scales and reaction time scales exert primary control
over integrated transformation rates in river networks (Harvey et al., 2013; Zarnetske et al., 2011). Thus, an
accurate, physically based description of hyporheic exchange rates and residence time distributions is
needed to make generalized predictions of solute retention and transformation in streams and rivers.

Considerable research over the last 30 years has shown that hyporheic exchange is generally controlled by
advective porewater flows induced by stream features such as dunes, bars, and meanders (Boano et al.,
2014). However, nearly all available models consider the streamflow to be fully turbulent but hyporheic
flows to be linear‐laminar (i.e., Stokes flow, Re<1), and all models of advective hyporheic exchange
(pumping) apply Darcy flow assumptions within the subsurface (Cardenas & Wilson, 2007; Karwan &
Saiers, 2012; Marion, Packman, et al., 2008). A small number of studies have shown that hyporheic exchange
is also induced by turbulence that propagates across the sediment water interface (SWI; Richardson & Parr,
1988; Nagaoka & Ohgaki, 1990; Packman et al., 2004; Roche et al., 2018). Despite some progress integrating
this information into models for upscaled hyporheic exchange and associated solute transport (Boano et al.,
2011; Higashino et al., 2009; Nagaoka & Ohgaki, 1990), full integration has remained a challenge due to an
incomplete understanding of turbulent interfacial momentum transport. Sediment permeability and
in‐stream turbulent energy together control the extent to which turbulent eddies propagate across the
SWI (Breugem et al., 2006; Manes et al., 2012). Surface and subsurface flows become increasingly coupled
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at high flow rates, particularly for flows over high‐permeability sediment beds (Manes et al., 2011).
Interfacial momentum coupling modifies the flow structure across the surface‐subsurface continuum by
increasing subsurface velocities and amplifying turbulent shear and vertical stresses near the SWI
(Voermans et al., 2017). The resulting interfacial exchange rates can increase by orders of magnitude beyond
advective pumping (Grant, Gomez‐Velez, & Ghisalberti, 2018; O'Connor & Harvey, 2008). Turbulent energy
diminishes exponentially with depth in the streambed, typically limiting the thickness of the turbulent
interfacial layer to the order of several grain diameters (Breugem et al., 2006; Manes et al., 2009; Vollmer
et al., 2002).

Such processes are known to fundamentally violate assumptions of current upscaled transport models that
are widely used in rivers, including both classical models (e.g., Transient Storage Model) and more recent
models based on stochastic transport theory (e.g., Continuous‐Time Random Walk, Time‐Fractional
Advection‐Dispersion Equations, Multirate Mass Transfer; Haggerty et al., 2002; Schumer et al., 2003;
Boano et al., 2007; Marion, Zaramella, & Bottacin‐Busolin, 2008; Kelly et al., 2017). Present applications
of these models assume that streamwise velocities in the water column are much larger than streamwise
hyporheic velocities, which allows mass residing in the hyporheic zone to be considered immobile (Boano
et al., 2014). However, the combination of rapid interfacial transport and high porewater velocities in the tur-
bulent portion of the hyporheic zone indicates that surface and surbsurface flows are fully hydrodynamically
coupled (Blois et al., 2012; Blois et al., 2013; Manes et al., 2009), and downstream transport within the hypor-
heic zone occurs at velocities on the same order as those of the stream. This violates the assumption of
separation of in‐stream and hyporheic velocities (Boano et al., 2007). It is presently unclear how turbulent
hyporheic exchange impacts overall mass retention at the scale of stream reaches, given that the turbulent
portion of the hyporheic zone is often a small fraction of the overall streambed depth. Assessment of these
processes from integrated measurements of solute transport (i.e., breakthrough curves) is further con-
founded by the presence of additional retention mechanisms active at similar time scales, such as slow in‐
stream velocities in the benthic boundary layer, velocity variations around cobbles and other obstructions,
and lateral exchange with side pools (Bottacin‐Busolin et al., 2009; Briggs et al., 2009; Ensign & Doyle,
2005; Gooseff et al., 2005; Jackson et al., 2013; Orr et al., 2009; Uijttewaal et al., 2001).

Recently, controlled experimental investigations using new in situ measurement approaches have provided
direct observations of turbulent porewater flow and associated interfacial solute transport (Blois et al., 2012;
Roche et al., 2018). These studies have shown that elevated shear stresses below the SWI are directly linked
to enhanced mass dispersivity. New theoretical and modeling approaches are needed to link vertical profiles
of enhanced mixing to integrated observations of reach‐scale transport that are measured in the field. To this
end, we used a process‐based particle tracking model to simulate mass transport in a stream with a coarse
sediment bed. We parameterized the model directly by using profiles of streamwise velocity observed in
Roche et al. (2018). We used concentration measurements from steady‐state solute injection experiments,
observed in the same study, to identify profiles of vertical dispersivity in the stream and hyporheic zone.
These profiles were then used to simulate a pulse tracer experiment in a stream reach. Upscaled results were
interpreted in terms of water column breakthrough curves (BTCs) and residence time distributions for mass
in the hyporheic zone.

2. Materials and Methods

We used a random‐walk particle‐tracking model to simulate downstream transport at laboratory flume and
river reach scales. The two‐dimensional model discretizes tracer into a number of virtual mass particles, Np,
whose ensemble motion represents the evolution of a tracer plume. Particle motion at each time step is spe-
cified by a two‐dimensional Langevin equation (Allen & Tildesley, 1987; Delay et al., 2005):

x t þ Δtð Þ ¼ x tð Þ þ ux zð ÞΔt
z t þ Δtð Þ ¼ z tð Þ þ ∂Kz zð Þ

∂z
Δt þ ξ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Kz zð ÞΔt

p (1)

where x (t) is the downstream position at time t, z is the vertical position, and Δt is a unit time step; ux (z) and
Kz (z) represent the vertically varying fields of longitudinal velocity and vertical mixing rate, respectively;
and ξ is an independent random variable sampled from the standard normal distribution. Equation (1)
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provides a consistent framework for simulating the ensemble motion of solute mass subject to covarying
velocities and mixing intensities (Li et al., 2017). The vertical mixing profile Kz (z) is assumed to be
continuous and smoothly varying in z. Under the limit of Δt → 0 and Np → ∞, the asymptotic outcome of
equation (1) is the two‐dimensional advection‐dispersion equation (Risken, 1996):

∂C
∂t

þ ux
∂C
∂x

¼ ∂
∂z

Kz
∂C
∂z

� �
: (2)

2.1. Numerical Model Formulation

We simulated transport in a stream flowing over and through a coarse‐grained streambed, with the entire
surface and subsurface domain considered as a single flow continuum. The sediment water interface
(SWI) is defined as the top of the uppermost layer of beads. The influence of turbulence and stream sedi-
ments on motion is captured by the vertical variability of ux (z) and Kz (z) (Figure 1). Velocities were simu-
lated at three different flow conditions, which are reported in Table 1. Streamwise velocity profiles ux (z)
at each flow condition were taken directly from recent flume experiments with a water column height
H = 0.123 m and a bed that consisted of 0.04‐m spherical beads in a simple cubic packing to a depth of
db = 0.224 m below the SWI (Roche et al., 2018). Water column velocities are based on the spatial average
of velocity profiles made at different areal locations in the flume (using the method from Nikora et al.
(2001)), and they vary slightly from velocities in Roche et al. (2018), which were based on a single velocity
profile. Subsurface velocities were based on the modal travel time measured from pulse injections in the
streambed. At each flow condition, ux (z) approached a uniform porewater velocity up deep in the streambed.
Discharge, Q, was measured for the entire flume and includes subsurface and subsurface flow. Reynolds

numbers are calculated as Re ¼ HUs=ν, where Us is the mean water column velocity and ν = 10−6 m2s−1

is the kinematic viscosity.

Vertical mixing profiles Kz (z) also span the surface‐subsurface conti-
nuum. Vertical mixing profiles in the water column were determined
from experimental observations by assuming that Kz (z) was equal to the
local eddy diffusivity of momentum, γT (z) (Tennekes & Lumley, 1972).
Eddy diffusivities were calculated from profiles of Reynolds‐decomposed
velocities according to (Fischer et al., 1979; Tennekes & Lumley, 1972):

γT zð Þ ¼ −u′expw′exp
∂ux=∂z

(3)

where uexp (z) and wexp (z) are the streamwise and vertical components of
the experimentally measured velocity time series, respectively, at

Figure 1. (left) Conceptual profile of average longitudinal velocity ux (z). Velocities were measured from experiments in
Roche et al. (2018). Porewater velocity, up, is reached at depths in the streambed where flows are not altered by
surface‐subsurface flow coupling. (right) Hypothesized profiles of vertical mixing, Kz (z). Profiles decay exponentially
below the SWI (z< 0). Ke is the mixing rate at the SWI for profiles with enhancedmixing, and Kp is the vertical mixing rate
in the porewater.

Table 1
Measured and Calculated Conditions, Based on Experiments From Roche
et al. (2018)

Re 42,000 21,000 11,000

H (m) 0.123
db (m) 0.224
Q (x 10−3 m3s s−1) 8.8 4.4 2.2
Us (m s−1) 0.340 0.174 0.088
up (× 10−2 m s−1) 1.85 0.63 0.29
Kp,exp (× 10−4 m2 s−1) 0.34 0.20 0.15
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elevation z. Primes denote fluctuations about the mean velocity (e.g.,u′exp ¼ uexp−uexp), and overbars denote
temporal averaging.

Mixing rates near the SWI were determined by fitting concentrations from simulations to concentrations
measured experimentally from continuous, steady‐state streambed injections (Roche et al., 2018). The mini-
mum vertical mixing rate in the streambed was assumed to be governed bymechanical dispersion in the por-
ous medium (Bear, 1979). The associated dispersion coefficient, Kp, was based upon the mechanical
dispersion rate measured in experiments, Kp,exp. Values of Kp,exp were estimated by fitting the one‐
dimensional (1‐D) advection‐dispersion equation to subsurface solute injections (Roche et al., 2018). Due
to experimental constraints, estimates of Kp,exp were biased by enhanced interfacial mixing. We therefore
treated Kp as a free parameter, where Kp ∈ (0,Kp,exp).

Note that this model explicitly resolves longitudinal dispersion at the scale of the stream‐subsurface conti-
nuum as an outcome of equation (2), so local longitudinal diffusion in the water column was omitted.
Longitudinal dispersion in the subsurface was assumed to be insignificant relative to downstream advection,
which is a valid assumption for the advection dominated conditions considered here (Fischer et al., 1979).

2.2. Evaluation of Vertical Mixing Profiles

We assessed two different hypothesized profiles for Kz in the hyporheic zone (Figure 1). First, we hypothe-
sized that the shape of Kz (z < 0) follows the shape of hyporheic velocity profiles uz (z < 0) observed in high‐
permeability streambeds, which generally show exponential decay with depth (Mendoza & Zhou, 1992; Ruff
& Gelhar, 1972; Zagni & Smith, 1976). For this model, we assume that Kz decays exponentially from the eddy
diffusivity at the SWI, Kz(0), to the minimum value of Kp at depth:

Kz z<0ð Þ ¼ Kp þ Kz 0ð Þ−Kp
� �

eαz (4)

where α is the rate of exponential decay. Hereafter, we refer to this simulation case as “monotonic decrease.”

Second, we hypothesized that mixing is enhanced by turbulence at the SWI. This hypothesized shape is con-
sistent with profiles of turbulent stresses measured in high‐permeability streambeds (Breugem et al., 2006;
Kim et al., 2018; Manes et al., 2009; Voermans et al., 2017), as well as with profiles of mass diffusivity mea-
sured in numerical experiments (Chandesris et al., 2013; Sherman et al., 2019). For this model, we assume
that vertical mixing rates are highest at the SWI with Kz = Ke, followed by an exponential decay below the
SWI to Kp:

Kz z<0ð Þ ¼ Kp þ Ke−Kp
� �

eαz: (5)

We refer to this simulation case as “enhanced interfacial mixing.” For this case, we allowed Ke to vary during
curve fitting, yielding three free parameters. To ensure that this mixing profile was continuous across the

SWI, we obtained Kz for z ∈ 0; zmax Kzð Þ
� �

by interpolating between the SWI and the elevation where eddy dif-

fusivity was highest, zmax Kzð Þ . Values of zmax Kzð Þ were 0.057, 0.071, and 0.074 m, for Re 11,000, 21,000, and

42,000 experiments, respectively. Interpolation was performed using Matlab's shape‐preserving piecewise
cubic interpolation (“pchip”) scheme. Last, profiles were smoothed with a moving average filter (span
0.017 m) to ensure that they were differentiable at all elevations.

The particle tracking model was used to determine which hypothesized profile best described the vertical
concentration distributions observed in continuous, steady‐state tracer injection experiments (Roche et al.,
2018). Steady‐state injections were simulated by introducing 200 virtual particles per time step, Δt. A value
of Δt = 0.02 s was found to be sufficiently small for steady‐state concentration profiles to converge (i.e., pro-
files at Δt = 0.02 s differed by <1.3% from profiles generated using simulations at Δt = 0.005 s). Boundary
conditions at z=−db and z=Hwere no flux. Two injection locations were simulated for each profile, match-
ing conditions used in Roche et al. (2018): a “surface injection” at (x,z) = (0, −0.006) m, and a “subsurface
injection” at (x, z) = (0, −0.082) m. Experimental and simulated concentrations were measured at a down-
stream location x = 0.476 m and at elevations of z = − 0.006, −0.044, −0.082, −0.120, −0158, and − 0.196 m
within the bed. A sum of squared errors (SSE) fitting function was used to account for subsurface concentra-
tions and the overall fraction of mass retained in the bed:
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SSE ¼ ∑i ∑z
CE;i;z−CM;i;z

max CE;i;z
� � !2

þ 2 f E;i−f M;i

� �2 !
: (6)

Here, CX,i,z are the experimental (E) and modeled (M) solute concentration measured at elevation z, respec-
tively, and fX,i is the fraction of injected mass retained in the streambed. Fits were performed for each tracer
injection elevation (i = surf, sub for surface and subsurface injections, respectively). Due to large concentra-
tion differences between surface and subsurface experiments, experimental concentrations were normalized
bymax(CE,i,z) to weight each experiment approximately equally. Inclusion of fX,i in equation (6) ensured that
model fits respected observed mass exchange with the water column; we used a weighting factor of 2 for this
term so that the overall mass flux observed in each domain was given greater emphasis than any individual
concentration measurement.

Model fits were used to calculate the depth of the enhanced mixing layer, zen, defined as the location where
the mixing rate was 1% greater than the underlying porewater dispersion Kp:

Kz zenð Þ−Kp

Kz 0ð Þ−Kp
¼ 0:01: (7)

2.3. Reach‐Scale Simulations

Pulse injections of a conservative solute were simulated by particle tracking using different ux (z) profiles,
Kz(z) profiles, and streambed depths. These features were varied to assess each one's specific influence on
breakthrough curves (BTCs) and hyporheic zone residence time distributions (RTDs). Simulation cases
are listed in Table 2, resulting in a total of five cases. Note that the enhanced interfacial mixing profile
was used in all reach‐scale simulations with turbulent mixing in the streambed, since this profile captured
experimental observations better than the monotonic mixing profile. For these cases, we used the parameter
set (Ke, α,Kp) that provided the best fit to steady‐state experiments (see section 2.2). To assess the influence of
enhanced interfacial mixing on BTCs, the enhanced interfacial mixing profile was compared to a “uniform
vertical mixing” profile (Kz (z < 0) = Kp) in one simulation case (Table 2, case b). This latter profile represents
a conceptual end‐member of both the enhanced interfacial mixing (i.e.,Ke= Kp) and themonotonic decrease
profiles (i.e., α → ∞).

A total ofNp particles were released uniformly over the water column at x= 0 andmonitored for a minimum
of 200,000 s. A value of Np= 1.9 × 105 particles was used for RTD calculations (Table 2, case a), and Np= 106

Table 2
Specific Cases Used for Reach‐Scale Simulations

Case Fixed Conditions Varying Condition Purpose

a Enhanced Kz profile 1. Re = 42,000 Compare hyporheic RTDs across flow
conditions (independent of L)db = 1.0 m 2. Re = 21,000

Measured hyporheic uz 3. Re = 11,000

b L = 50, 250 m 1. Enhanced Kz profile Assess influence of enhanced interfacial
mixing on BTCsRe = 42,000 2. Uniform Kz profile

db = 5.0 m
uz (z < 0) = 0

c L = 250 m 1. uz (z < 0) = 0 Assess influence of nonzero hyporheic
velocity on BTCsRe = 42,000, 11,000 2. Measured hyporheic uz

db = 5.0 m
Enhanced Kz profile

d L = 50, 500 m 1. db = 5.0 m Demonstrate dual controls of τadv and
τbed on BTCsRe = 42,000 2. db = 0.5 m

db = 5.0 m
Enhanced Kz profile

Measured hyporheic uz

e Re = 42,000 db = 0.11, 0.22, 0.5, 1.0, 2.0, 5.0 m Compare hyporheic RTDs and mass
recovery across streambed depthsEnhanced Kz profile

Measured hyporheic uz
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particles for all other cases. We determined the hyporheic zone RTD for each simulation by recording all
events where a particle enters and then exits the region z ∈ (−db, 0); we then calculated the distribution of
elapsed times for each event. BTCs were determined as the first passage time distribution of particles in
the water column:

C L; tð Þ ¼ N L; t; t þ Δtð Þð ÞΔt−1N−1
p : (8)

where N represents the sum of first passage times from (t,t+Δt) and L is the length of the reach.

Simulation results were used to calculate several metrics associated with solute mixing and transport. The
advective hyporheic time scale was defined as the time required to traverse the reach while traveling at

the mean hyporheic zone velocity UHZ :

τadv ¼ L=UHZ : (9)

The characteristic time of vertical mixing in the streambed, τbed, was defined using the mean vertical mixing

rate in the hyporheic zone, KHZ , as.

τbed ¼ d2b=KHZ : (10)

2.3.1. Comparison With Stochastic Modeling Theory
Random walk theory predicts that if motions are governed by independent and identically distributed
Gaussian displacements, a walker entering a semiinfinite streambed (i.e., db = ∞) will return to the SWI
at time t with probability p(t)~t−1/2 (Aquino et al., 2015; Bottacin‐Busolin & Marion, 2010; Feller, 1968).
This scaling holds when vertical mixing is uniform over all streambed depths. We therefore expected
hyporheic zone RTDs from simulations to exhibit p(t)~t−1/2 scaling, since vertical mixing was approximately
uniform over the streambed (i.e., ∣db ∣ ≫ ∣ zen∣).

We compared reach‐scale simulations with predictions from a mobile‐immobile model based on continu-
ous time random walk (CTRW) theory (Boano et al., 2007). In brief, this 1‐D analytical model parses the
stream into a mobile (water column) zone and an immobile (hyporheic) zone where solute is assumed to
be motionless. Solute is conceptualized as an ensemble of infinitesimal particles, and each particle performs
a 1‐D random walk with identical and independently distributed jumps and waits. The distributions of
jump lengths λ(x) and wait times ψ(t) are assumed to be independent in this formulation, which allows
for a mathematically tractable description of particle ensemble motion to be written as (Berkowitz
et al., 2006).

∂C x; tð Þ
∂t

¼ ∫
t

0M t−t′
� �

−UΨ
∂C x; t′
� �
∂x

þ DΨ
∂2C x; t′

� �
∂x2

" #
dt′: (11)

HereUΨ ¼ t−1∫xλ xð Þdx and DΨ ¼ t−1∫x2λ xð Þdx are upscaled properties of the particle ensemble, represent-
ing in‐stream velocityUΨ and longitudinal dispersionDΨ, and t is a characteristic time scale. We assume that

UΨ ¼ Us. We use a standard estimate for dispersion in open‐channel flows (Fischer et al., 1979) to calculate

DΨ= 5.93Hu*, where u* is the shear velocity. We assume that t=L Us
−1
, equal to themean transit time in the

reach through the water column (Boano et al., 2007).M(t) is a memory function that is controlled entirely by
the rate of solute transfer from the water column to the hyporheic zone and the solute residence time distri-
bution in the hyporheic zone, both described below. See Berkowitz et al. (2006) and Boano et al. (2007) for
full details of the CTRW model derivation.

Mass transfer from the water column to the hyporheic zone is assumed to be a first‐order removal rate Λ (s).
We estimated Λ by observing the exponential decrease of (initially uniformly distributed) particles in the
water column at early times. Solute entering the hyporheic zone at time 0 remains immobile until it returns
to the stream at a time t (s) governed by the hyporheic residence time distribution, φ(t). As a base case, we
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parameterize φ(t) as an asymptotic power law distribution, φ(t)~t−β. An asymptotic expression for φ(t) exists

in Laplace space (ef uð Þ ¼ ∫
∞
0 e−utf tð ÞdtÞ :

eφ uð Þ ¼ 1
1þ cβuβ

(12)

where β = ½ expected from predictions and cβ determines the onset of power law tailing in eφ uð Þ
(Berkowitz et al., 2006). We could find no physical basis for calculating cβ from simulation results and
therefore set it to cβ = 1 for consistency with past convention (Cortis & Berkowitz, 2005), leaving zero free
parameters. Asymptotic solutions for the CTRW model predict that late‐time concentrations in the water
column will follow C(t) ∝ t−(1+β), which indicates that late time concentrations will approach C(t) ∝ t−3/2

in our simulations (Aquino et al., 2015; Bottacin‐Busolin, 2017). Note that, with this parameterization, the
CTRW model is equivalent to the fractional‐order mobile‐immobile model, which implicitly assumes a
heavy‐tailed power law wait time distribution (Chakraborty et al., 2009; Kelly et al., 2017; Schumer
et al., 2003).

The distribution φ(t) will not follow the expected ~t−1/2 scaling at early times when turbulence enhances
hyporheic mixing, since the mixing rate is nonuniform in a transition layer below the SWI. We tested a mod-
ified eφ uð Þ to evaluate if measurable features of enhanced interfacial mixing can be incorporated into the
CTRWmodel. Here the hyporheic zone is conceptualized as two retention zones in series. The upper reten-
tion zone is assumed to be perfectly mixed. Transfer from the perfectly mixed layer to the deeper layer occurs
at rate Λen. The rapidly decaying (i.e., nonuniform) vertical mixing profile implies that the enhanced mixing
layer is smaller in simulations than what was observed in experiments, that is, α−1 < 0.076 m (Roche et al.,

Figure 2. Observed and simulated steady‐state concentration profiles for (a–c) surface and (d–f) subsurface tracer injections. Simulations parameterized with the
enhanced interfacial mixing profile outperformed simulations with themonotonic decreasemixing profile when compared to experiments. Colored horizontal lines
along the y axis indicate injection elevation.
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2018). Rapid particle crossings of the SWI in the interval z ∈ (−α−1,0) are
an inherent outcome of the random walk algorithm, which prevented us
from calculating Λen using the same method as for estimating Λ (see
above). We therefore modeled Λen as a free parameter, and set the
extent of the upper retention zone to −0.076 m for all flow rates. Again,
this region is assumed to be perfectly mixed, following an exponential
distribution with mean residence time μen, taken directly from
simulations (Figure 3). The RTD of the deeper hyporheic layer is
parameterized using equation (12). The model thus contains one free
parameter, Λen. Equations were solved numerically using a modified
version of the CTRW Toolbox (Cortis & Berkowitz, 2005). All
simulations were performed in Matlab version r2017b (MathWorks,
Cambridge, MA, USA).

The time scales associated with the finite bed depth impose constraints
that modify the streambed RTD. We define τbed as the time scale for verti-
cal mixing throughout the bed. By this definition, τbed is a predictor of the
Gaussian setting time scale, or the time after which a longitudinally
spreading tracer will evolve according to Fickian theory (Fischer et al.,
1979; Taylor, 1954; Zhang & Meerschaert, 2011). This constraint implies
that solute RTDs will approach p(t)~t−1/2, followed by a transition to expo-
nential decay (tempering) at approximately τbed. Consequently, BTCs will
also show tempering behavior after this time scale.

3. 3. Results
3.1. Hyporheic Mixing Profiles

Measured and modeled concentration profiles are shown for each flow
rate in Figure 2. The monotonic profile could not capture the enhanced
interfacial mass exchange, resulting in model concentrations that
exceeded experimental concentrations near the SWI. The fitting algorithm
increased porewater dispersion, Kp, in order to increase fluxes of the

injeted solute from the bed. As a consequence, the simulated concentrations were greater than experimental
concentrations at nearly all locations in the streambed.

Results improved substantially for simulations parameterized with the enhanced interfacial mixing profile.
Model simulations better matched the observed concentration profiles, particularly near the SWI (Figure 2).
The decay rate of mixing in the bed, α, was similar for Re 21,000 and 42,000, and the region of enhanced mix-
ing reached ∣zen∣= 0.073 m and ∣zen∣= 0.063 m, respectively. Results from Re 11,000 simulations were far less
sensitive to α due to the relatively small mixing rate at the SWI, Ke (Table 3 and supporting information). The
average mixing rate in the enhanced mixing region was just 24% of the mean water columnmixing rate at Re
11,000, compared with 46% and 40% at Re 21,000 and 42,000, respectively (Table 3). These results indicate
that turbulence did not substantially impact subsurface mixing in Re 11,000 simulations.

3.2. Reach‐Scale Simulations
3.2.1. Influence of Flow Rate on Streambed Residence Time Distributions
Streambed RTDs match the predicted ~t−1/2 scaling over a broad range of times (Figure 3, black dots).
Deviations from this scaling are controlled at early times by enhanced mixing below the SWI, and at late
times by the impermeable boundary at −db. In the zone just below the SWI, z∈ (−0.08, 0 m), RTDs closely
matched an exponential distribution (Figure 3, light dots; see supporting information). The exponential
shape of RTDs in this zone indicates that solute is well mixed, justifying the use of a well‐mixed interfacial
layer in the modified mobile‐immobile CTRW model (see section 3.2.2). Mixing intensity decreases in
z∈ (−0.08, 0 m) as Re decreases, resulting in larger residence times.

All full‐streambed RTDs are exponentially tempered at late times. The transition from ~t−1/2 scaling to expo-
nential tempering occurs at approximately the characteristic time scale τbed associated with complete vertical

Table 3
Model Fits of Decay Rate, α (Both Models); Interfacial Mixing Rate, Ke
(Enhanced Interfacial Mixing Model Only); and Porewater Dispersion, Kp,
to Experimental Observations

Re 42,000 21,000 11,000

SSE Monotonic 1.35 3.30 1.03
Enhanced 0.10 0.18 0.29

*α (m−1) Monotonic 674 660 440
Enhanced 63 75 50

Kwc (×10
−4 m2s−1) Monotonic 5.22 2.80 1.43

Uniform
Enhanced 7.86 5.65 1.70

Kz=0 (×10
−4 m2s−1) Monotonic, Kz (0) 1.15 0.71 0.39

Enhanced,*Ke 13.29 11.34 1.74
*Kp (×10

−4 m2s−1) Monotonic 0.34 0.06 0.12
Enhanced 0.15 0.05 0.03

Kz∈ zen;0ð Þ (×10
−4 m2s−1) Monotonic 0.64 0.26 0.20

Enhanced 3.15 2.64 0.41
zen (×10−2 m) Monotonic −1.1 −1.1 −1.5

Enhanced −7.3 −6.3 −8.7

τbed ¼ d2b=KHZ (×104 s)
db = 0.5 m 0.4 0.7 2.4
db = 1.0 m 2.6 4.6 14.9
db = 5.0 m 126 290 610

τadv ¼ L=UHZ (×104 s) L = 50 m 0.3 0.6 1.8
L = 250 m 1.2 3.1 8.9

Note. Free parameters are marked with an asterisk. The objective fitting
function result is reported as the sum of squared errors (SSE).
Additional parameters calculated from these simulations are also
reported: average vertical mixing rate for the water column (from equa-
tion (3)), Kwc ; average vertical mixing rate in the enhanced interfacial
mixing layer Kz∈ zen;0ð Þ ; depth of enhanced interfacial mixing layer, zen;

Gaussian setting time scale, τbed, based on enhanced interfacial mixing
model; and time scale of advective longitudinal washout from the hypor-
heic zone, τadv, based on simulations with a 5‐m streambed.

10.1029/2018WR023421Water Resources Research

ROCHE ET AL. 3787



mixing in the streambed. The value of Re directly controls τbed by increas-
ing vertical mixing rates through the hyporheic zone. As a result, τbed
increases from 2.6 × 104 s at Re 42,000 s to 14.9 × 104 s at Re 11,000
(Figure 3).

3.2.2. Comparison of Simulation With Uniform Vertical Mixing
and Simulation With Enhanced Vertical Mixing in the Streambed

All BTCs follow the predicted ~t−3/2 scaling over a wide range of times in
simulations with enhanced vertical mixing and simulations with uniform
vertical mixing (Kz (z < 0) = Kp). The simulation with uniform mixing
(Kz (z < 0) = Kp; Figure 4, black dots) is well described by the CTRW

model with parameter values based on simulation results (Us , D, Λ, and
β), and zero degrees of freedom (Figure 4 black line, and Table 4).

The peak of the solute plume clearly arrives later in the enhanced mixing
case (Figure 4, light blue dots) compared with the uniform mixing case.
The immobilization rate, Λ, is ~3 times higher in the enhanced mixing
case than in the uniform mixing case, indicating faster mass transfer from
the water column to the hyporheic zone. Streamwise hyporheic velocities
are zero in both simulations, meaning that the delayed arrival of the tracer
peak is caused by enhanced mass delivery and retention within the hypor-
heic zone. Additionally, the BTC for the enhanced mixing case decreases
exponentially over an extended interval of times, since rapidmixing below
the SWI creates a region where residence times are approximately expo-
nentially distributed (Figure 3a). As a result, the onset of ~t−3/2 power
law tailing is delayed until a time when mass has sufficiently sampled
the region of uniform mixing deeper in the hyporheic zone.

The modified CTRW model conceptualizes the hyporheic zone as an
instantaneously mixed zone (i.e., with exponential RTD) for z= (−0.08,
0 m), which exchanges mass with a zone of uniform vertical mixing for
z<−0.08 m. Mass transfer from the rapidly mixed zone to the deeper zone
occurs at rate Λen = 0.02 s, based on fits to modeled BTCs. The deeper
hyporheic subdomain is identical to the hyporheic RTD for the uniform
mixing case, parameterized as an asymptotic power law with p(t)~t−1/2.
The model provides a good fit to concentrations for nearly all times after
peak arrival (Figure 4), which demonstrates the strength of the CTRW
modeling framework when model parameters are based on physically
based measures. Differences at early times between simulation results
and the CTRW model fit are likely due to the asymmetry of Kz below
the SWI. High Kz at the SWI signifies a high likelihood of particles
exchanging between the water column and the hyporheic zone after very
short times. These rapid exchanges increase longitudinal spreading of
mass in the domain, but the effect is not captured in the CTRW model
since the longitudinal dispersion estimate DΨ = 5.93 Hu* is based on mix-
ing theory for open channel flows with impermeable beds (Fischer
et al., 1979).

3.2.3. Comparison of Simulations With Zero Streamwise
Hyporheic Velocity and Measured Streamwise Hyporheic Velocity

Simulations using experimentally measured hyporheic velocities differ
substantially from simulations with zero streamwise velocity in the hypor-
heic zone (Figure 5). Concentrations in both simulations are similar at,
and shortly after, the passing of the plume peak. However, concentrations

for the case using measured streamwise hyporheic velocities exhibit a steeper power law slope than the
predicted ~t−3/2 scaling (Figure 5, colored dots). They also show rapid tempering at approximately τadv,

Figure 3. Residence time distributions for the different modeled zones in
the reach‐scale simulations (colored hues) and the entire hyporheic zone
(black line). Results are for simulations with a 1‐m streambed, using the
enhanced interfacial mixing profile. The zone between z = − 0.08 m and the
SWI (light hues) is approximately exponentially distributed for Re 21,000
and Re 42,000 simulations. The same zone shows slight tailing behavior for
Re 11,000, which indicates that it is not well mixed at this flow condition.
The RTDs for the deep hyporheic sublayer, z≤ −0.08 m, follow a ~t−1/2

power law due to uniform vertical mixing over the entire zone (dark hues).
All RTDs are tempered at late times at ~τbed.
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which is the maximum residence time for the reach, set by advective long-
itudinal washout of tracer mass from the hyporheic zone (equation (9)).
Differences between these two simulations cannot be captured by making
additional physically based modifications to the CTRW model used here;
nonzero streamwise velocities in the hyporheic zone violate the model
assumption that these velocities are negligible compared to streamwise
velocities in the water column.
3.2.4. Comparison of BTCs for Simulations With the Measured
Streamwise Hyporheic Velocity Profile and Different
Streambed Depths
Exponential tempering of BTCs is also controlled by the characteristic
time scale for mixing over the full depth of the streambed, τbed. This time
scale is the Gaussian setting time, after which the plume reverts to a
Gaussian shape and features of the BTC associated with the hyporheic
zone RTD are no longer visible. In our simulations, tempering of BTCs
after τbed is more gradual than tempering of BTCs following τadv
(Figure 6b, green dots). The dominant process controlling tempering of
the power law BTC tail can be determined from the relative magnitude
of the advective washout and Gaussian setting time scales. Cases with
τadv/τbed< ~2 show much steeper exponential BTC tempering consistent
with a tempering time set by the advective washout time scale.
Conversely, cases with τadv/τbed> ~2 show broad exponential tempering
associated with Gaussian setting. This condition is only met in Figure 6b
for the BTC at L= 500 m and a 0.5‐m streambed (τadv/τbed≈ 3). For a fixed

stream geometry, simulated pulse injections can only control the ratio τadv/τbed through modification of

reach length (τadv ¼ LUHZ ), since τbed is determined entirely from structural properties of the streambed.
Reach length therefore controls if τbed is observable in BTCs, as illustrated by the differences between
50‐ and 500‐m BTCs for the reach with a 0.5‐m bed (Figure 6, green curves).
3.2.5. Influence of Streambed Depth on Streambed Residence Time Distribution and Overall
Mass Recovery
The tempering time scale τbed decreases with decreasing streambed depth, thereby reducing the interval of
times over which p(t)~t−1/2 scaling is observed in streambed RTDs (Figure 7a). The power law scaling regime
disappears for sufficiently small streambed depths. In these cases, hyporheic mixing is dominated by turbu-
lence at nearly all depths, and RTDs are approximately exponential due to near perfect mixing below the

SWI. The shape of BTC tails is approximately exponential in these cases,
with no power law scaling regime (results not shown).

Streambed depth also determines the overall mass recovery, defined as the
fraction of total tracer particles exiting the reach through the water col-
umn. For a pulse injection in the water column, mobile zone mass recov-
ery decreases asymptotically to the fraction of total discharge in the water

column, UsH= UsH þ UHZdb
� �

(Figure 7b, dotted lines). This value is

reached within relatively short reach lengths for simulations with very
shallow streambeds due to fast mixing in the region of enhanced turbu-
lence below the SWI. However, very large (≥103 m) reach lengths are
required for this asymptotic limit to be observable in simulations with
streambeds greater than ~0.5 m due to much slower vertical mixing dee-
per in the bed.

4. Discussion

Turbulent coherent structures episodically propagate across the SWI in
coarse‐sediment streams, creating an interfacial zone where turbulent
stresses and mixing rates are elevated (Blois et al., 2012; Roche et al.,

Table 4
CTRW Model Fits to Simulations at Re 42,000

Uniform Mixing Enhanced Interfacial Mixing

UΨ (m s−1) 0.34 0.34
DΨ (m2 s−1) 0.036 0.036
Λ (s) 0.04 0.13
cβ 1 1
β 0.5 0.5
μen (s) ‐ 4.44
Λen (s) ‐ 0.02

Note. Mean velocity (UΨ ), longitudinal dispersion (DΨ), and immobiliza-
tion rate (Λ) are calculated from simulations. The RTD power law slope
(β) is determined from theoretical arguments (see section 2.3.1). The
modified CTRW model, which accounts for enhanced interfacial mixing,
also contains parameters representing the mean residence time in the
enhanced interfacial mixing layer (μen, determined from simulations)
and the rate of mass transfer from the enhanced mixing layer to the
deeper hyporheic sublayer (Λen). The model with enhanced interfacial
mixing contains one free parameter, Λen.

Figure 4. BTCs for simulations at Re 42,000 using the uniform hyporheic
mixing profile (black dots) and the enhanced interfacial mixing profile
(blue dots). Streambed depth is 5 m, and streamwise hyporheic velocities are
set to zero. The uniform mixing case is well described by a CTRW model
with a power law hyporheic zone RTD (black lines), and the enhanced
mixing case is well described by a CTRWmodel with a hyporheic zone RTD
that includes a well‐mixed interfacial layer (blue lines).
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2018). As a result, profiles of turbulent momentum and mass diffusivity
can reach their maximum near the SWI. This profile shape differs from
the prevailing assumption that vertical mixing rates are highest in the
water column and decay monotonically across the SWI (Chandler et al.,
2016; Li et al., 2017; Zhou & Mendoza, 1993). The depth of the
enhanced mixing layer decreases with decreasing stream Re, and
disappears as in‐stream turbulence becomes too weak to penetrate the
SWI (Figures 2 and 3). This result supports previously reported findings
that the depth of turbulence penetration in the streambed varies
dynamically with streamflow (Manes et al., 2012; Voermans et al., 2017).

Spatial variability of mixing in the hyporheic zone ultimately impacts
solute retention at the reach scale (>50 m). Solute entering the enhanced
mixing layer is either rapidly flushed to the water column or delivered to
deeper, slower moving porewaters. This causes hyporheic zone RTDs to
deviate at short times from the theoretical p(t)~t−1/2 scaling expected for
a streambed with uniform mixing at all depths (Figure 3). Consequently,
BTCs do not match CTRW model predictions based on the theoretical
RTD (Figure 4). Predictions improve when the CTRW model is modified
to represent the enhanced mixing layer as a well‐mixed zone, coupled to
a zone of uniformmixing. For simulations with zero streamwise velocities
in the hyporheic zone, the modified model fully describes the observed
transition from exponential BTC tailing at intermediate times to the
expected ~t−3/2 tailing at late times. The power law tailing interval transi-
tions to an exponential tempering interval at approximately τbed
(Figure 6b). This time scale represents a physically based constraint on
the maximum hyporheic residence time. Alternative formulations of the
mobile‐immobile CTRWmodel could potentially account for BTC temper-
ing at this physically limiting time scale, for example, a model parameter-
ized with a truncated power law RTD (Dentz et al., 2004) that also tempers
at τbed.

In field studies, observation of all key BTC features (i.e., peak arrival,
intermediate exponential decay, power law decay, and late‐time temper-
ing) is desirable because it indicates the physical controls of hyporheic
mixing and residence times, which otherwise would require direct subsur-
face measurements to estimate (Briggs et al., 2012; Singha et al., 2015;
Ward et al., 2010). Several factors control whether all BTC features are
observable. Theminimum condition for interpretation of 1‐D longitudinal
transport is that reach length must be sufficiently long for injected solute
to be fully mixed in the water column (Fischer et al., 1979). Exponential
BTC tailing is expected to be observed in BTCs at this length scale, since
turbulent eddies rapidly deliver mass to the enhanced interfacial mixing
layer (Roche et al., 2018). Power law tailing in BTCs is expected when
additional retention mechanisms in the stream, such as slower and
longer‐distance hyporheic transport, result in power law distributed resi-
dence times. In our simulations, uniform vertical mixing below the
enhanced mixing layer causes power law scaling of the streambed RTD
(Figures 1 and 4). The time scale of power law tailing in RTDs decreases
with decreasing streambed depth, and the hyporheic RTD approaches
an exponential distribution when the enhanced interfacial mixing layer
extends over the full depth of the streambed (Figure 7a).

Late‐time tempering associated with a physically limiting time scale, such
as τbed, is often not observed in field studies due to limited experimental

Figure 6. BTCs for simulations with Re 42,000 and different streambed
depths. Both simulations were parameterized with observed hyporheic
velocities and the enhanced interfacial mixing profile. (a) A 50‐m reach.
(b) A 500‐m reach. BTCs with τadv/τbed<~2 show steep exponential tem-
pering, while BTCs with τadv/τbed>~2 show broad exponential tempering.
τadv/τbed< 1 for all simulations except the 0.5‐m streambed simulation at
L = 500 m (τadv/τbed ≈ 3). τbed is greater than the maximum plotted time for
both simulations in (a) and for the 5‐m streambed simulation in (b).
Values of τadv are approximately equal for both streambed depths. Note the
change in x and y axis scales.

Figure 5. BTCs for simulations using the enhanced interfacial mixing pro-
file, with zero hyporheic velocity (black) and measured hyporheic velocity
(colors). Simulations using observed hyporheic velocities exhibit steeper
power law slopes than the ~t−1/2 prediction, as well as rapid exponential
tempering at τadv. Streambed depth was 5 m for both simulations. (a) Re
42,000. (b) Re 11,000.
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observation times and/or tracer concentrations falling below detection limits (Drummond et al., 2012). Reach

length determines the relative balance of τbed to the characteristic travel time in the reach, τR ¼ L=Us (Harvey
& Wagner, 2000). The signature of hyporheic retention can only be observed in BTCs when τR ≤ τbed, since
the tracer plume transitions to a regular Fickian transport regime—integrated over both the water column
and streambed—at approximately τbed (Zhang & Meerschaert, 2011). Prior studies have shown that the
balance of streamwise advection and hyporheic exchange time scales can be used to determine a reach
length that ensures all features of hyporheic retention are observable in BTCs (e.g., Harvey & Wagner,
2000). Our simulations using experimentally measured hyporheic velocities indicate that the range of
observable BTC features is additionally constrained by the time scale of longitudinal tracer washout from

the hyporheic zone, τadv (Figure 6). Since τadv is directly proportional to reach length (i.e., τadv ¼ L=UHZ ),
reach length influences the balance of τadv and τbed. In our simulations, τadv/τbed> ~2 is a necessary
condition for tempering associated with the longest retention time scale τbed to be observable.

The predicted ~t−3/2 tailing is only observed in BTCs for simulations with streamwise hyporheic velocities
set to zero (Figure 5). The CTRW model used here captures the ~t−3/2 power law slope because the model
implicitly assumes that streamwise velocities in the hyporheic zone are negligible compared to water col-
umn velocities (Boano et al., 2007). This assumption implies that the distribution of long transit times
through the reach is approximately equal to the distribution of residence times in transient storage zones,
which is commonly assumed in 1‐D transport models (Bencala & Walters, 1983; Haggerty et al., 2002;
Marion, Zaramella, & Bottacin‐Busolin, 2008; Schumer et al., 2003). While our results indicate that stream-

wise hyporheic velocities can only be considered negligible when Us=UHZ >e30, simulations by Sherman

et al. (2019) show that this assumption can only be made for Us=UHZ >e100. At lower ratios, the time scale

of longitudinal hyporheic advection represents an additional control on reach‐scale transit times, as tracer
propagates out of the reach longitudinally in the streambed. In these cases, BTC tailing is steeper than the
~t−3/2 prediction (Figure 5), BTCs temper rapidly at τadv (Figures 5 and 6), and mass recovery is incomplete
when based on concentration observations in the water column (Figure 7b). We expect similar deviations
from asymptotic predictions for higher‐order temporal BTCmoments, plume peak location, and plume peak
concentration when predictions are based on the assumption that streamwise velocities are negligible in the
immobile zone (Aquino et al., 2015; Bottacin‐Busolin, 2017). No mobile‐immobile model will capture these
changes while simultaneously respecting the physics of hyporheic transport, since no immobile zone exists
for these cases.

Figure 7. (a) Streambed RTDs for Re 42,000 and varying flow depths. The RTDs are characterized by three features:
(i) exponential tailing at short‐to‐intermediate times (t< ~5 × 102 s); (ii) ~t−1/2 power law tailing, over an interval that
varies with streambed depth; and (iii) exponential tempering after ~τbed. Power law tailing disappears for cases with
shallow streambeds, and the streambed RTD is approximately exponential. (b) Mass recovery, defined as the fraction of
total tracer particles exiting the reach through the water column, varies with streambed depth and reach length. Recovery
eventually approaches a value predicted by the fraction of total discharge in the water column (dotted lines).
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Our results suggest that new theory is needed to capture the space–time coupling associated with streamwise
hyporheic advection through high‐permeability streambeds. Within the CTRW framework, new advance-
ments may be achieved by returning to the Generalized Master Equations and reconsidering the separation
of velocity time scales between the stream and streambed. Rather than representing transport as a random
walk between mobile and immobile domains (à la Schumer et al., 2003), the model can be reformulated to
consider the velocity in each domain (Dentz et al., 2008; Klafter et al., 1987; Zumofen & Klafter, 1993).

5. Conclusions

This study adds to a growing literature that confirms turbulence directly controls mixing in highly
permeable porous media (Ghisalberti, 2009; Katul et al., 2013; Voermans et al., 2018). Comparison of
simulated and observed tracer injections in a coarse‐grained streambed shows that vertical mixing is
highest at the SWI and decays exponentially with depth. Further, both enhanced interfacial mixing
and streamwise hyporheic velocities directly control reach‐scale solute retention in streams with
coarse‐grained streambeds. For pulse injections, rapid mixing at the SWI creates an interval of exponen-
tial tailing in BTCs at intermediate times, prior to the onset of power law tailing. High streamwise
velocities in the hyporheic zone cause tracer to exit the stream reach through the hyporheic zone, which
results in incomplete mass recovery in the water column and steeper BTC slopes than predictions from a
mobile‐immobile CTRW model.

Our findings have direct implications for the transformation of reactive solutes in streams. Reach‐scale
transformation depends strongly on the covariation of reactivity and mixing across the SWI (Li et al.,
2017). For example, nutrient uptake associated with microbial metabolism varies strongly with streambed
depth, with rates often decreasing monotonically into the bed (Harvey et al., 2013; Inwood et al., 2007;
Knapp et al., 2017; Li et al., 2017). The enhanced interfacial mixing rates observed here imply that nutrients
consumed in the most metabolically active region of the streambed are rapidly replenished, which causes
this region to contribute disproportionately to overall uptake. A mechanistic description of turbulent inter-
facial mixing is therefore essential for estimating nutrient transformation at the reach scale. Recently, Grant,
Azizian, et al. (2018) developed a new scaling model to show that in‐stream turbulence sets a physical limit
on reach‐scale nutrient uptake, which demonstrates how measurable features of the flow field can be used
directly to estimate streammetabolism. Improved estimates of metabolism in high‐permeability streambeds
will require models that quantify the variability of vertical mixing, downstream advection, and nutrient
uptake rates in the hyporheic zone.

Development of depth‐dependent mixing models generally requires high‐frequency measurements of both
velocity and concentration (Chandler et al., 2016). Due to the challenge of making these measurements in
natural streams, models applied to date have been based on a limited range of observed conditions.
Experiments over a greater range of streamflows, channel geometries, and streambed sediment types are
needed to generalize current model formulations and verify their applicability in natural streams. These
efforts will help clarify the importance of turbulent interfacial mixing compared to other known transport
mechanisms, such as advective pumping through bedforms (Blois et al., 2014; Packman et al., 2004;
Sinha et al., 2017). Further, tracer injections combined with detailed stream and hyporheic measurements

will enable identification of the lower limit of Us=UHZ , which corresponds to the conditions at which
streamwise hyporheic velocities can be considered negligible and classical mobile‐immobile transport mod-
els can be used (Boano et al., 2007; Haggerty et al., 2002; Schumer et al., 2003).
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