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Abstract Coinjections of conservative tracers and nutrients are commonly used to assess travel time dis-
tributions and nutrient removal in streams. However, in-stream tracer data often lack information on long-
term hyporheic storage, and removal rate coefficients are often assumed to be uniform despite plentiful evi-
dence that microbially mediated transformations, such as denitrification, exhibit strong spatial variability in
the hyporheic zone. We used process-based particle-tracking simulations to explore the coupled effects of
spatial patterns in hyporheic flow and denitrification on reach-scale nitrogen removal. We simulated whole-
stream nitrogen dynamics with exponential, layered, and uniform profiles of hyporheic denitrification. We
also simulated nitrogen dynamics in Little Rabbit Creek, an agricultural headwater stream in the Kalamazoo
River Basin (Michigan, USA) where vertical profiles of hyporheic denitrification were measured in situ.
Covariation between pore water velocity and mixing causes rapid exchange in the near-surface bioactive
region and substantially prolonged exchange in the deeper hyporheic. Patterns of hyporheic denitrification
covary with patterns of hyporheic flow. This covariation directly controls tailing of in-stream breakthrough
curves and hence reach-scale nutrient removal. Enhanced denitrification near the sediment-water interface
strongly tempers breakthrough curve tails at time scales associated with flushing of the near-surface region,
while more spatially uniform denitrification causes weaker tempering over a wider range of hyporheic
exchange time scales. At the reach scale, overall nitrogen removal increases with heterogeneity of hypo-
rheic denitrification, indicating that covariation between flow and denitrification—particularly the rapid
flushing of highly bioactive regions near the sediment-water interface—controls whole-stream transforma-
tion rates.

1. Introduction

Excess nutrients in rivers adversely affect aquatic environments, triggering hypoxia, and creating dead
zones in numerous coastal systems [Diaz and Rosenberg, 2008; Rabalais et al., 2009; Conley et al., 2011;
Chislock et al., 2013]. Given the significant role of rivers in facilitating nutrient removal during transport from
terrestrial sources to oceans [Peterson et al., 2001; Mulholland et al., 2008; Seitzinger, 2008; Boano et al.,
2014], there is a pressing need for improved understanding of nutrient dynamics in rivers. Hyporheic
exchange between the stream and underlying pore water favors retention and microbially mediated trans-
formation of nutrients [Triska et al., 1989; McClain et al., 2003; Argerich et al., 2008; Merill and Tonjes, 2014].
Hyporheic exchange is driven by flow interactions with diverse topographic features [Thibodeaux and Boyle,
1987; Boudreau, 2000; Nepf, 2004; O’Connor and Harvey, 2008; Buffington and Tonina, 2009; Sawyer et al.,
2011] and produces wide distributions of residence times [Gooseff et al., 2007; Worman et al., 2007; Stone-
dahl et al., 2010; Aubeneau et al., 2014, 2015b]. In sand and gravel bed streams and rivers, downstream
velocity and vertical mixing are highest in the stream and decrease with depth in sediment [Packman et al.,
2004; Chandler et al., 2016]. These velocity and mixing profiles result in rapid flushing of shallow sediments,
and slow transport and longer-term retention of nutrients in deeper sediments [Savant et al., 1987; Worman
et al., 2002; Zaramella et al., 2003; Zarnetske et al., 2008; Marzadri et al., 2010; Fabian et al., 2011; Briggs et al.,
2014; Aubeneau et al., 2015a]. The hyporheic zone exhibits sharp chemical gradients, and high microbial
activity, predominantly in biofilms [Costerton and Lappin-Scott, 1995; Craft et al., 2002; Battin et al., 2008,
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2016]. Because microbial activity is directly controlled by delivery and retention of nutrients [Seitzinger et al.,
2006; Inwood et al., 2007; Battin et al., 2008; Zarnetske et al., 2011a], microbial activity often covaries with hypo-
rheic flow and exhibits extensive vertical variability [Lovley and Chapelle, 1995; Seitzinger et al., 2006; Inwood
et al., 2007; Harvey et al., 2013]. Denitrification, for example, is often observed to be highest near the
sediment-water interface (SWI) and decreases with depth in sand and gravel streambeds [Garcia-Ruiz et al.,
1998a; Inwood et al., 2007; Harvey et al., 2013]. Further, high denitrification rates often occur in shallow sedi-
ments despite bulk oxygenated conditions owing to hypoxic and anoxic microsites within sediments and bio-
films [Arango et al., 2007; Arnon et al., 2007; O’Connor and Hondzo, 2007, 2008; Harvey et al., 2013; Briggs et al.,
2015]. At the reach scale, nutrient dynamics depend on the coupling between microbially mediated transfor-
mations along hyporheic flow paths and residence times along these paths [Zarnetske et al., 2011b; Harvey
et al., 2013; Briggs et al., 2014]. Improved assessment of reach-scale nutrient dynamics therefore requires bet-
ter approaches to upscale the coupled effects of hyporheic flow and biogeochemical transformation.

Reach-scale nutrient dynamics are often estimated by coinjecting conservative and reactive tracers into the
stream, and interpreting downstream breakthrough curves (BTCs) with 1-D models [Newbold et al., 1982;
Bencala and Walters, 1983; Harvey and Wagner, 2000; Marion and Zaramella, 2005; Covino et al., 2010; O’Con-
nor et al., 2010]. Commonly used models include the spiraling model [Webster and Patten, 1979; Newbold
et al., 1981; Covino et al., 2010] and transient storage model (TSM) [Bencala and Walters, 1983; Runkel, 1998;
Bencala et al., 2011]. These reach-scale models typically estimate effective reach-scale coefficients by fitting
in-stream BTCs using one of these models, assuming that the hyporheic zone is homogeneous. Assump-
tions of homogeneity are based on a lack of information on spatial distributions within the hyporheic zone.
Hyporheic reactions are therefore represented by a spatially invariant reaction rate constant [Boano et al.,
2014], despite the fact that hyporheic flow and microbially mediated transformations exhibit pronounced
vertical variability [Garcia-Ruiz et al., 1998a; Inwood et al., 2007; Harvey et al., 2013]. Further, fitting of whole-
stream transport and reaction coefficients generally assumes that hyporheic flow and transformation rates
are independent, which leads to uncertainty in estimating both hyporheic transformation rates and the
effects of changing flow conditions on reach-scale dynamics [Gonz�alez-Pinz�on et al., 2013; Ward et al., 2014;
Harman et al., 2016; Schmadel et al., 2016]. An improved understanding of the complex dynamics requires a
reach-scale model that explicitly simulates covariation of flow and transformation processes within the
hyporheic zone. While prior studies have simulated coupled flow and biogeochemical processes in advec-
tive hyporheic exchange induced by topographic features such as dunes and bars, no studies have exam-
ined the more basic coupling associated with fundamental patterns of vertical turbulent mixing into
sediments [Gonz�alez-Pinz�on et al., 2013; Marzadri et al., 2014; Bellin et al., 2015].

The objective of this study was to investigate how coupling between vertical covariation of hyporheic flow
and microbially mediated transformation enhances reach-scale nutrient removal in sand and gravel bed riv-
ers. We hypothesized that reach-scale nitrogen removal increases with subsurface heterogeneity for the
most common case where the denitrification rate decreases monotonically with depth in the hyporheic
zone. Here we test this hypothesis with a particle-tracking model that explicitly represents vertical covaria-
tion of flow and denitrification throughout the stream-subsurface continuum. We simulate conservative
tracer dynamics to demonstrate how vertical covariation in hyporheic velocity and mixing controls resi-
dence time distributions. We then evaluate nitrogen dynamics with several different patterns of hyporheic
denitrification to quantify the effects of covarying flow and denitrification on reach-scale nitrogen removal.
Finally, we analyze data from Little Rabbit Creek, an agricultural headwater stream in the Kalamazoo River
Basin (Michigan, USA), to demonstrate the effects of flow-denitrification coupling on reach-scale nitrogen
removal in a stream enriched with nitrate.

2. Methods

2.1. Particle-Tracking Framework
Reach-scale simulations were performed with a stochastic particle-tracking model framework that uses a
discrete representation of tracer mass. The model tracks the ensemble behavior of a statistically large num-
ber of discretized mass elements (‘‘virtual particles’’) subject to spatial distributions of flow and hyporheic
denitrification. Downstream mass transport in rivers is classically described by a longitudinal advection-
dispersion equation, which assumes steady, uniform, and fully developed turbulent flow. However, a two-
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dimensional representation is needed to capture the effects of spatial covariation of flow and denitrification
in the hyporheic zone. Assuming negligible transverse variability, zero vertical velocity, fully developed tur-
bulent flow, and negligible longitudinal turbulent diffusion relative to dispersion [Fischer, 1979], we can
write a two dimensional advection-dispersion equation that spans the downstream (x) and vertical (y) direc-
tions [Fischer et al., 1979]:

@C
@t

1uxðyÞ
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@x
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@
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�
DyðyÞ

@C
@y

�
(1)

where C(x,y,t) is concentration, t is time, ux(y) is depth-varying downstream velocity, x is downstream position,
y is vertical position, and Dy(y) is depth-varying vertical turbulent diffusion coefficient in the water column and
the vertical dispersion coefficient in the hyporheic zone. Note that this model inherently captures the effects of
longitudinal dispersion, as longitudinal dispersion results from the integration of equation (1) over the depth of
the stream [Taylor, 1954; Elder, 1959; Fischer, 1979]. Also note that here we assess flow and transport both in
the stream and subsurface, thereby extending prior theoretical and modeling studies of longitudinal dispersion
and travel time distributions in rivers to include the full stream-hyporheic flow continuum. The following 2-D
Langevin equation, which tracks the position of particle representing the solute of interest, provides a discrete
Lagrangian analogue to the above advection-dispersion equation [Kinzelbach, 1988; Delay et al., 2005]:
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where Dt is a time step and n is a normally distributed random variable with zero mean and unit variance.
Equation (2) is useful for assessing ensemble reach-scale transport using particle-tracking methods, which
avoid spatial discretization errors (such as numerical dispersion) that occur when simulating equation (1)
[Kitanidis, 1994; Salamon et al., 2006; Robinson et al., 2010]. Specifying velocity and dispersion at all depths
including in the surface and subsurface allows us to evaluate the complete velocity and mixing distributions
for the entire stream-subsurface continuum. This approach enables simulation of in-stream and hyporheic
transport in a single and consistent framework.

We represent hyporheic denitrification as a first-order process, where the rate constant varies with depth.
Within the stochastic framework of equation (2), this can be applied by calculating the probability (p) that
discretized mass is removed due to denitrification during a given time step [Prickett et al., 1981]:

p512e2kDt � kDt (3)

where k(y) is the first-order denitrification rate constant. The time step in the simulations is set sufficiently
small (Dt 5 1 s) to ensure that the Taylor expansion approximation in (3) holds.

2.2. Simulation Conditions
We performed simulations using depth-varying denitrification rate constants, k(y), velocity distributions,
ux(y), and mixing distributions, Dy(y), to assess the effects of covariances in these distributions on integrated
reach-scale transformation rates. We introduced discretized tracer mass, uniformly distributed, into the
water column at x 5 0 to simulate pulse injections in the field [Covino et al., 2010]. The propagation of tracer
mass is analyzed by tracking the location of each discrete tracer mass element by equation (2), and account-
ing for mass removal by reaction with equation (3).

As a baseline case, we simulate flow and transport for flow depth, velocity and dispersion profiles representa-
tive of a small gravel bed stream. Stream morphology, flow, and denitrification parameters are summarized in
supporting information Table S1. We represent the time-averaged turbulent free-surface flow velocity with a
classical log-law profile [Beavers and Joseph, 1967; Mendoza and Zhou, 1992; Manes et al., 2011]:

ux5
u�
j

ln

�
y1y0

y0

�
1Us (4)

where u� is shear velocity, j is von Karman constant, y0 is a characteristic length, and Us is the slip velocity
at the SWI due to penetration of turbulence from the stream. The characteristic length is an empirical length
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scale that characterizes the effect of porous bed on in-stream velocity. Shear velocity is taken as u�5
ffiffiffiffiffiffiffiffi
gHS
p

,
where g is gravitational acceleration, H is the mean river depth, and S is the free surface slope [Fischer et al.,
1979]. The velocity distribution in the subsurface is represented as an exponential transition between the
logarithmic velocity profile (4) and Darcy flow in the deep subsurface (Figure 1) [Nagaoka and Ohgaki, 1990;
Zhou and Mendoza, 1993]:

ux5UD1ðUs2UDÞ exp ðMyÞ (5)

where UD is the seepage velocity for the underlying pore water flow (underflow) and M is a dimensional
constant representing the rate of velocity decay in the near-surface region. This model is applicable for a
wide range of sediments, including gravel and sand [Nagaoka and Ohgaki, 1990; Zhou and Mendoza, 1993].
The velocity decay constant M is dependent on the pressure gradient and the structure of the porous
media, particularly the sediment grain size [Beavers and Joseph, 1967; Nagaoka and Ohgaki, 1990]. The
underflow is obtained by applying Darcy’s law based on the channel slope UD5 KS

n , where K is the hydraulic
conductivity and n is the porosity of the hyporheic sediments [Elliott and Brooks, 1997b, 1997a].

We assume slope S 5 1 3 1024, stream depth H 5 0.5 m, and median grain diameter D50 5 1 cm as repre-
sentative for gravel bed streams (supporting information Table S1). We assign the sediment depth to be
1 m, which is sufficiently large to avoid restricting the exponential transition profile, and yields a substantial
region of underflow beneath the exponential region. This depth is also consistent with the most commonly
reported ranges of hyporheic zone depth in gravel bed rivers with high denitrification rates [Fellows et al.,
2001; Fischer et al., 2005; Gooseff et al., 2006; Ward, 2016]. In order to relate water column, interfacial, and
hyporheic flow, we base estimates of y0, M, and K on the sediment grain diameter. The characteristic length
in the overlying turbulent velocity profile (4) is obtained from the empirical relationship y05D50 exp ½jðUs

u�
2

9:09Þ� [Zagni and Smith, 1976; Mendoza and Zhou, 1992]. Hydraulic conductivity is estimated as K5100D2
50

[Bear, 1972; Uma et al., 1989]. Finally, we assign a slip velocity of Us 5 0.1 m/s and decay constant
M 5 200 m21 based on reported experimental values representative of gravel beds [Nagaoka and Ohgaki,
1990; Habel et al., 2002]. The resulting mean water column velocity <ux>5 0.38 m/s and underflow velocity
UD 5 1 3 1026 m/s.

The distribution of vertical mixing is also described as a smooth transition between the turbulent free-
surface flow and Darcy flow in porous media. The turbulent diffusion coefficient in the water column follows
conventional theory for free-surface flow [Fischer et al., 1979]:

Dy5u2
�

�
12

y
H

�
dy

dux
(6)

In the deep subsurface, where Darcy’s law applies, the vertical dispersion coefficient is estimated as Dy5D50

ux [Bear, 1972]. In the interfacial region, we interpolated the vertical mixing coefficient between values for
the overlying turbulent free-surface flow and the underlying Darcy pore water flow using piecewise cubic
Hermite interpolation. We considered enhanced interfacial transport to a depth of 10 grain diameters
(y 5 20.1 m), based on experimental observations for gravel streambeds [Packman et al., 2004].

Figure 1. Schematic of stream and subsurface conditions used to simulate reach-scale conservative transport and nitrogen dynamics. Tur-
bulent stream flow is coupled with hyporheic pore water flow in the permeable sediment bed. The dashed line represents the sediment-
water interface. The velocity profile is logarithmic in the water column and transitions exponentially at the sediment-water interface to a
constant underflow velocity deep in the bed. The underflow velocity is based on applying Darcy’s law with the channel slope. Hyporheic
denitrification was simulated using exponential, layered, and uniform distributions of first-order reaction rate coefficients, with identical
mean (depth-averaged) reaction rates.
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The vertical mixing coefficient averaged Dy 5 8 3 1024 m2/s in the water column and 1 3 1028 m2/s in the
deep subsurface. Note the tremendous disparities between in-stream and subsurface transport: the under-
flow velocity is �5 orders of magnitude lower than the mean in-stream velocity, while the vertical pore
water dispersion coefficient is �5 orders of magnitude lower than the in-stream turbulent diffusion coeffi-
cient. These high disparities between in-stream and subsurface transport are characteristic of hyporheic
exchange [Ren and Packman, 2002; Worman et al., 2002; Packman and MacKay, 2003; Packman et al., 2004;
Rehg et al., 2005; Higashino et al., 2009; Stonedahl et al., 2010, 2012; Camarena et al., 2016].

We simulate hyporheic denitrification using three distinct first-order rate profiles that are commonly found
for hyporheic denitrification: exponential, layered, and uniform distributions (Figure 1). In some streams,
hyporheic denitrification has been observed to be greatest just at the SWI and to decline approximately
exponentially with depth, with denitrification in the deeper sediment limited by availability of nutrients and
organic carbon [Garcia-Ruiz et al., 1998b; Inwood et al., 2007; Lansdown et al., 2012; Harvey et al., 2013]. For
this exponential case, we set the maximum denitrification rate constant to be 1 3 1023 s21 and exponential
decay rate to be 20 m21 based on first-order denitrification profiles reported in the literature [Sheibley et al.,
2003; Harvey et al., 2013; Sawyer, 2015]. In other systems, denitrification has been observed to be confined
within the top 0.05–0.25 m of the streambed, and to be approximately constant over this depth [Christensen
et al., 1990; Lefebvre et al., 2004; Arango et al., 2007; Herrman et al., 2008; Stelzer et al., 2011; Roley et al.,
2012]. We simulate this case with denitrification limited to a bioactive layer 0.2 m deep and occurring with
a rate constant of 2.5 3 1024 s21. Finally, we simulate a uniform denitrification profile to match the assump-
tions of the most commonly used reach-scale models, such as the TSM, which represent hyporheic denitrifi-
cation with a single, spatially invariant rate coefficient based on the assumption that the hyporheic zone is
well mixed [Boano et al., 2014]. The denitrification rate constant in the uniform case is 5 3 1025 s21, match-
ing the depth-averaged hyporheic denitrification rate for both the exponential and layered cases. All simula-
tion parameters are summarized in supporting information Table S1. The use of identical depth-averaged
denitrification rates, stream morphology, and flow parameters in all three cases supports direct evaluation
of the effects of spatial heterogeneity in hyporheic denitrification on reach-scale nitrogen dynamics.

3. Results

3.1. Conservative Tracer Dynamics
Hyporheic exchange induces long-term retention that is reflected in the pronounced tailing observed in a
sample snapshot (Figure 2) and the full evolution (supporting information Movie S1) for conservative tracer
transport in the coupled surface-subsurface domain. The results are presented as 2-D spatial distributions of
concentration, 1-D (depth-averaged) spatial snapshots, and BTCs. Tracer mass is initially uniformly

Figure 2. Concentration snapshots and breakthrough curves for conservative tracer transport. (top) Heat map of tracer concentrations across the entire 2-D domain 380 min after pulse
injection into the water column. The sediment-water interface is indicated by the dashed line at y 5 0. (bottom left) Corresponding spatial snapshot of in-stream concentration. (bottom
right) In-stream breakthrough curve 7 km downstream of injection location.
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distributed in the water column but penetrates into the sediment during downstream transport, leading to
strong disparities in transport between the surface and subsurface domains. Fast vertical mixing in the
water column and across the SWI results in a nearly uniform tracer concentration distribution through the
water column and the SWI at all times. Rapid mixing also causes the tracer concentration peak to propagate
at a velocity (0.31 m/s) less than the mean in-stream velocity (0.38 m/s), because tracer mass is subject to
slower velocities after crossing the SWI. Tracer that exchanges with the deeper hyporheic zone is subject to
very strong delays and thus travels downstream much more slowly. This causes substantial anomalous dis-
persion in downstream transport, which is reflected in power law tails in both spatial snapshots and BTCs
[Van Kampen, 1992; Aquino et al., 2015, 2017]. The spatial snapshot shows a very steep leading edge corre-
sponding to the peak of the in-stream concentration distribution, and a power law upstream tail with a
slope of 22.2. The BTC exhibits power law tailing with a slope of 22.9. The tail of the spatial distribution is
steeper than temporal distributions because the mass retained upstream of the main tracer peak reenters
the stream flow at a later time, causing smaller lags (steeper tails) in the BTCs than in the spatial snapshots.
Fluctuations become pronounced in the spatial snapshot 4–5 km upstream from the peak and in the BTC
tail after 5 3 104 s, because only small amount of tracer mass remains in the sediment bed and returns to
the water column at late times. For visual appearance, these are often smoothed using an adaptive kernel
technique [Pedretti and Fern�andez-Garcia, 2013], but we choose not to do so here.

Velocity and mixing both decrease strongly with depth in the sediments, causing tracer mass in the shallow
subsurface to be rapidly exchanged with the water column, while tracer mass in the deeper subsurface is
retained for much longer periods of time. Long-term retention of tracer at depth can be clearly seen in the
2-D simulations (Figure 2, top). Note that tracer concentrations are very similar in the water column and
shallow subsurface, indicating rapid mixing across the SWI, while tracer mass is predominantly retained in
the sediments at a depth of 0.15–0.25 m. Thus, the shallow subsurface, to a depth of �0.15 m, behaves as if
it is well mixed with the overlying flow, while the deeper hyporheic region, below �0.15 m, is poorly mixed
and behaves as a region of long-term storage. The 2-D surface-subsurface continuum results make it clear
that the tailing behavior is controlled specifically by the covariance of pore water velocity and vertical
mixing.

The location of hyporheic retention is controlled by both the velocity and mixing distributions (equations
(5)–(7)), as the appearance of tracer in the subsurface requires delivery of mass from the water column (i.e.,
hyporheic exchange), while long-term retention occurs only in regions of very slow pore water transport.
Tracer propagates rapidly through the interfacial region and is then retained specifically at the location
where pore water velocity and mixing decay in the subsurface, at a depth of 0.15–0.25 m. These results indi-
cate that enhanced transport in the shallow subsurface produces rapid flushing of pore water to a depth of
�0.15 m, despite the fact that longitudinal velocity and vertical mixing both decrease over three orders of
magnitude in this region. Therefore, the key mixing interface where tracer mass is retained does not occur
exactly at the SWI, and instead appears at a depth of �0.15 m.

To quantify the effects of the velocity and mixing distributions on tracer transport, we calculated velocity
autocorrelations [Box et al., 2015] of tracer mass at different vertical positions in the surface-subsurface con-
tinuum (Figure 3). Autocorrelations were obtained directly from the particle-tracking model results by calcu-
lating correlations in the velocity of individual tracer mass elements over a wide range of time lags. Tracer
velocities are highly correlated (autocorrelation close to 1) for short time lags because tracer elements
remain near their starting position and thus have similar velocities. As time lag increases, there is increasing
chance for tracer to move farther from the starting position and thus sample a wider range of downstream
velocities. Ultimately, tracer elements reach a decorrelation threshold (autocorrelation close to 0) corre-
sponding to full sampling of the velocity distribution, indicating complete mixing between the surface and
subsurface domains. In order to compare the decorrelation time scales for mass elements starting at differ-
ent vertical positions (y), we define a decorrelation threshold of 0.0527 based on normal time series
assumptions [Box et al., 2015]. Tracer mass near the SWI experiences higher velocity and mixing than tracer
mass deeper in the hyporheic zone, and therefore exhibits shorter decorrelation time scales. The structure
of the velocity and mixing profiles (equations (5)–(7)) caused a sharp increase in decorrelation time scale at
depths between 0.15 and 0.25 m (Figure 3b), exactly corresponding to the region of long-term solute reten-
tion in the subsurface (Figure 2). These findings clarify that rapid mixing in the near-surface hyporheic
region causes exchanged mass to be remixed into the water column and propagate downstream at time
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scales similar to the mean stream flow. However, tracer that penetrates deeper into the sediments is subject
to increasingly slow velocities and mixing rates, and hence increasingly long travel times.

3.2. Reactive Tracer Dynamics
Reactive transport in the coupled surface-subsurface domain with uniform, layered, and exponential hypo-
rheic denitrification rate profiles is shown in Figure 4 and supporting information Movies S2–S4. The resulting
BTCs and associated whole-stream removal rates, calculated by fitting each BTC with an equivalent uniform
hyporheic denitrification profile, are also compared in Figure 5. For the case of uniform hyporheic denitrifica-
tion (Figure 4a and supporting information Movie S2), nitrate delivered from the stream has the same proba-
bility of removal at all depths in the subsurface. Therefore, nitrate removal is controlled only by the rate of
delivery from the stream, residence time in the subsurface, and the denitrification rate constant [Briggs et al.,
2014; Aubeneau et al., 2015a]. Subsurface denitrification removes nitrate from the hyporheic zone, and there-
fore strongly attenuates the mass retained in the subsurface behind the in-stream tracer peak. This removal is
reflected in the attenuation of the tail in the 1-D spatial snapshot. Accordingly, less nitrate is exchanged back
to the water column, leading to weak tempering of the BTC tail, i.e., a transition from the heavy-tailed power
law hyporheic residence time to an exponential decay at the characteristic time scale of the first-order denitri-
fication process [Meerschaert et al., 2008; Aubeneau et al., 2015a] (Figure 5).

With layered denitrification (Figure 4b and supporting information Movie S3), exchanged nitrate is metabo-
lized at a higher rate in the bioactive layer immediately below the SWI, to a depth of 0.2 m. Rapid flushing of
this bioactive region supplies substantial nitrate from the water column, leading to much more rapid removal
than the uniform denitrification case. Nitrate that initially propagates through the bioactive layer and is
retained deeper in the subsurface must also return through the bioactive interface before being exchanged
back to the water column, leading to a second opportunity for hyporheic denitrification. This effectively
removes all of the retained mass, which can be seen in the strong tempering of the late-time BTC. Overall, the
bioactive layer greatly increases effective reach-average denitrification relative to the uniform case, as shown
in Figure 5. This indicates that assumption of a single, homogeneous reach-average uptake rate will yield
uncertainty in estimation of hyporheic denitrification rates from analysis of in-stream BTCs.

The exponential denitrification rate profile (Figure 4c and supporting information Movie S4) has a very high
denitrification rate just at the SWI and decreases rapidly with depth. The results are therefore similar to the
bioactive layer case but show even more extensive removal in the shallow subsurface owing to the faster
denitrification rate at the interface. Rapid flushing of the uppermost part of the hyporheic zone therefore
yields very fast removal of exchanged reactive tracer. Essentially all of the exchanged mass is removed in
the shallow subsurface (depth< 0.1 m), leading to extremely little long-term retention. Within the

Figure 3. (a) Autocorrelation of tracer mass velocity as a function of the time lag as tracer mass moves downstream. Tracer velocity becomes decorrelated after autocorrelation falls
below the decorrelation threshold indicated by the dashed line. (b) Decorrelation time scale as a function of starting position of the tracer mass. Covariation in velocity and mixing
causes the velocity decorrelation time scale to increase greatly with depth. Exchanged tracer that propagates to the deeper hyporheic zone is therefore trapped in low-velocity regions
for long periods of time.
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Figure 4. Concentration snapshots and breakthrough curves of reactive tracer under (a) uniform, (b) layered, and (c) exponential hyporheic denitrification profiles. For each case,
the top figure shows a heat map of tracer concentration across the entire 2-D domain 380 min after pulse injection into the water column, the bottom left figure shows the
corresponding spatial snapshot of in-stream concentration, and the bottom right figure shows in-stream breakthrough curves 7 km downstream of the injection location.
Reactive tracer concentrations are shown in blue for the uniform case, green for the layered case, and red for the exponential case. The conservative curves are shown in black
for comparison.
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hyporheic zone, exchanged tracer can be found only in the near-surface region that is well mixed with the
stream (Figure 2c, top), reflecting short-term persistence of recently exchanged tracer mass, i.e., tracer that
has just been delivered from the stream and has not yet had time to be metabolized. Correspondingly,
both the 1-D spatial snapshots and BTCs show extremely strong tempering, as mass that would have
occurred in the tails has been nearly completely metabolized.

Overall, whole-stream uptake increased substantially where heterogeneity in denitrification resulted in higher
rates closer to the SWI. Here, subsurface denitrification heterogeneity was quantified as the standard deviation
of the denitrification profile in the subsurface (Figure 6). The whole-stream uptake rate is highest for the expo-
nential hyporheic denitrification profile (9.6 3 1024 s21), which has the greatest spatial variability, medium for
the layered profile (2.5 3 1024 s21), and lowest for the uniform profile (5.0 3 1025 s21, just 5% of the exponen-
tial case). These results, in concert with the spatial and temporal concentration distributions (Figure 4), indicate

that rapid flushing of highly bioactive regions near the SWI is the
dominant mechanism of reach-scale uptake. However, this effect is
not normally considered in analysis of in-stream tracer injection
data. To evaluate the uncertainty associated with ignoring hypo-
rheic heterogeneity, we fit the BTC for each case with an equivalent
uniform denitrification profile. This approach assumes that hypo-
rheic denitrification is spatially invariant, which is effectively the
same as the assumption of homogeneous hyporheic reaction used
in the TSM and nutrient spiraling models. Assuming that hyporheic
denitrification is spatially invariant causes the whole-stream uptake
rate to be underestimated by a factor of 5.0 when the actual profile
is layered, and a factor of 19.2 when the profile is exponential. Con-
versely, when interpreting in-stream BTCs, assuming that hyporheic
denitrification is homogeneous will overestimate the depth-
averaged hyporheic denitrification rate by a factor of 5.0 for the lay-
ered profile, and a factor of 19.2 for the exponential profile.

3.3. Field Application: Nitrogen Dynamics in a Headwater
Stream
To demonstrate the influence of subsurface denitrification het-
erogeneity on whole-stream nitrogen dynamics, we used the
model presented above to simulate denitrification in Little

Figure 5. (a) Breakthrough curves of conservative and reactive solutes 7 km downstream of the injection point, and associated whole-stream average denitrification rate constants. The
conservative breakthrough curve has a late-time tail with power law slope of 22.9, indicating a wide range of hyporheic storage time scales. Hyporheic denitrification attenuates both
the peaks and the tails of breakthrough curves. Increasing denitrification rates in the well-flushed region near the sediment-water interface lead to greater overall attenuation of the
breakthrough curve—corresponding to greater reach-scale uptake—and greater tempering of the breakthrough curve tails. (b) Whole-stream uptake rate increases with subsurface
denitrification heterogeneity, which is quantified here as the standard deviation of the subsurface denitrification rate profile.

Figure 6. Vertical profile of in situ hyporheic
denitrification rate constants in Little Rabbit
Creek. Black crosses represent first-order rates
converted directly from observed values
[Inwood, 2004; Inwood et al., 2007]. Red line is an
exponential fit of the denitrification rate
constants.
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Rabbit Creek, an agricultural headwa-
ter stream in the Kalamazoo River
Basin (Michigan, USA) [Inwood et al.,
2007]. This stream was selected for
analysis because it is one of the very
few where subsurface patterns in deni-
trification have been directly mea-
sured. Stream morphology and flow
parameters are summarized in support-
ing information Table S2. The streambed
is sand with a median grain diameter
D50 5 1 mm [Arango et al., 2007]. We cal-
culated the free surface slope S 5 0.01%
from the National Hydrography Dataset
[U.S. Geological Survey, 2016] and site
digital elevation model [U.S. Geological
Survey, 2013] using ArcGIS 10.3 (ESRI,
Redlands, California, USA). Stream flow
conditions were measured in October
2002, yielding a mean stream velocity
<ux>5 0.097 m/s, river depth
H 5 0.088 m, and river width W 5 2.3 m
[Inwood, 2004]. The fact that the river
width is much greater than the depth

(W/D 5 26) satisfies the assumptions of our 2-D modeling framework. In absence of direct observations, we
used representative values of the slip velocity Us 5 0.02 m/s and velocity decay constant M 5 100 m21 based on
values reported for surface-subsurface flow coupling in sand streambeds [Fries, 2007; Higashino et al., 2009]. We
interpolated vertical dispersion to a depth of 0.05 m below the SWI to capture the effect of near bed turbulence
on 50 grain diameters of enhanced exchange in sand beds [Higashino et al., 2009; Chandler et al., 2016]. The
mean in-stream velocity estimated using equation (4) was higher than that measured in field, so we calibrated
the empirical characteristic length (y0) in equation (4) to be 1.3 3 1023 m in order to best match site conditions.

The hyporheic denitrification rate profile was also measured in October 2002 and showed an exponential
decrease with depth (Figure 6) [Inwood, 2004; Inwood et al., 2007]. We converted the primary denitrification
measurements to first-order rate constants, as described in supporting information Text S1. Denitrification
rates in Little Rabbit Creek were highly limited by organic carbon in 2002 [Inwood, 2004; Inwood et al., 2007]
and much lower than hyporheic denitrification rates reported in the literature for other small agricultural
streams [B€ohlke et al., 2009; Harvey et al., 2013]. We therefore simulated nitrate dynamics with both the
observed in situ denitrification rates and carbon-amended denitrification rates, which were experimentally
observed to be 253 greater than in situ streambed rates [Inwood, 2004; Inwood et al., 2007].

We simulated downstream transport of both nitrate and a conservative solute to demonstrate the effects of
the measured patterns in subsurface denitrification on reach-scale nitrate removal. Because hyporheic denitri-
fication in Little Rabbit Creek was highly limited by carbon availability, the nitrate BTC based on in situ denitri-
fication rates shows little attenuation relative to conservative transport even at a downstream distance of
10 km (supporting information Figure S1). These results indicate that hyporheic denitrification has little impact
on reach-scale nitrate removal in Little Rabbit Creek under the conditions observed in 2002. This finding is
consistent with reach-scale observations from other similar agricultural headwater streams in the Kalamazoo
River Basin [Arango et al., 2008]. However, our model simulations predict that carbon amendment will greatly
increase reach-scale nitrate removal (Figure 7). Based on the observed increase in hyporheic denitrification fol-
lowing carbon amendment, our model simulations predict 48.8% removal of nitrate in a 1 km reach. For this
case, fast denitrification in the top few cm of the streambed rapidly depletes nitrate from exchanged water
and eliminates return of nitrate from slow hyporheic transport paths (supporting information Figure S2).

We compared reach-scale effective rate constants for nitrogen uptake both with the observed exponential
hyporheic denitrification profile and with an assumption of uniform hyporheic denitrification. The reach-

Figure 7. Simulated breakthrough curve of nitrate relative to conservative trans-
port in Little Rabbit Creek at x 5 1 km. Simulations are based on contemporane-
ously measured stream flow and carbon-amended hyporheic denitrification
(supporting information Table S2 and Figure 6). The overall reach-scale nitrate
removal is 48.8%, and the equivalent whole-stream uptake rate of nitrate is 1 3

1024 s21. Nitrate is strongly attenuated as a result of effective reach-scale denitri-
fication caused by rapid flushing of the highly bioactive near-surface hyporheic
region.
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scale rate for the uniform case was calculated as the depth-averaged hyporheic denitrification rate of the
exponential profile. The reach-scale rate for the exponential case was estimated as the uniform hyporheic
denitrification rate constant that best fits the observed nitrate BTC. We repeated this analysis for both the
observed in situ denitrification rates and the carbon-amended denitrification rates. The effective first-order
rate constant for reach-scale nitrate removal is 4 3 1026 s21 with the measured in situ denitrification rate
profile and 1 3 1024 s21 with the carbon-amended rate profile, but just 6 3 1027 and 1.7 3 1025 s21,
respectively, with the assumption of uniform hyporheic denitrification. Directly upscaling local in situ deni-
trification rates to the reach scale with the assumption of uniform hyporheic denitrification would thus
underpredict whole-stream nitrate uptake rates in Little Rabbit Creek by a factor of 6.8. Conversely, incor-
rectly assuming uniform hyporheic denitrification in the analysis of in-stream BTCs would overestimate the
actual depth-averaged hyporheic denitrification rate by a factor of 6.8. The difference between effective
reach-scale and in situ rate constants results from the inability of reach-averaged uniform assumptions to
adequately distinguish the effects of spatially distributed transport and biogeochemical processes in the
hyporheic zone.

4. Discussion

The particle-tracking model presented here combines physically derived probabilistic descriptions of water
flow with probabilistic description of hyporheic denitrification. This model formulation is intrinsically mass-
conserving, computationally efficient, and does not suffer from the numerical oscillation and dispersion lim-
itations of Eulerian transport models [Kitanidis, 1994; Salamon et al., 2006; Robinson et al., 2010]. Here we
used a minimal description of a river that captures basic surface-subsurface coupling: steady and uniform
flow, fully developed turbulent flow, smooth flow and mixing distributions over the stream-subsurface con-
tinuum, and first-order hyporheic denitrification. Under these basic conditions, the model can be used in
real systems to relate local velocity, mixing, and denitrification to reach-scale dynamics. Pore water velocity
and mixing decrease with depth in the hyporheic zone. This covariation in velocity and mixing causes the
time scale for velocity decorrelation to increase greatly with depth, causing exchanged tracer that propa-
gates to the deeper hyporheic zone to be trapped in low-velocity regions for long periods of time. This type
of velocity correlation is a general mechanism of anomalous transport and has been particularly recognized
in studies of heterogeneous porous media [Dentz and Bolster, 2010; Datta et al., 2013; de Anna et al., 2013;
Bolster et al., 2014; Sund et al., 2015]. Prior studies of hyporheic exchange have also found that decreasing
pore water velocity with depth leads to long hyporheic residence times [Elliott and Brooks, 1997b, 1997a;
Cardenas and Jiang, 2010; Boano et al., 2014]. However, prior studies have not considered the general impli-
cations of correlated motions across the river-hyporheic continuum. Here we found that strong correlations
between hyporheic velocity and mixing cause travel time to increase greatly with depth in the hyporheic
zone, even for shallow hyporheic exchange induced by enhanced turbulent transport over depths of just
10–50 sediment grain diameters.

Compared with reach-scale tracer experiments, the simulations presented here not only provide full BTCs
including information on the wide range of storage time scales that affect tailing but also provide spatial
snapshots that are generally not observable in the field. The stream and shallow subsurface characterized
by fast velocity and rapid mixing consistently yield fast downstream transport, and tracer transport through
these regions dominates the BTC peak and early-time tailing behavior. Deeper within the hyporheic zone,
pore water velocity and mixing decrease by orders of magnitude relative to interfacial conditions, giving
rise to long-term retention that controls late-time tailing in tracer BTCs. Long-term tracer retention and the
corresponding extended tailing in reach-scale BTCs result from the combination of slow hyporheic velocities
and strong velocity autocorrelations caused by slow hyporheic mixing rates. While these results were
obtained here for the most basic stream-subsurface flow conditions (logarithmic free-stream velocity profile
decaying exponentially to a constant Darcy underflow velocity), the results are generalizable as the correla-
tion mechanism is fully general [Dentz and Bolster, 2010; Le Borgne et al., 2011; de Anna et al., 2013; Bolster
et al., 2014; Kang et al., 2015], river water-column velocities are always much higher than pore water veloci-
ties, and hyporheic velocities and mixing rates generally decrease with depth [Bear, 1972; Elliott and Brooks,
1997b; Cardenas and Wilson, 2007; Worman et al., 2007; Cardenas et al., 2008; Logan, 2012; Cranswick et al.,
2014]. Power law tailing in river BTCs has commonly been attributed to multiscale hyporheic flow patterns
and geomorphic complexity [Cardenas, 2007; Gooseff et al., 2007; Worman et al., 2007; Patil et al., 2013;

Water Resources Research 10.1002/2016WR019949

LI ET AL. HYPORHEIC FLOW-DENITRIFICATION UPSCALING 11



Aubeneau et al., 2015b; Pryshlak et al., 2015]. Prior studies have also suggested that shallow hyporheic
exchange leads to exponential tailing in in-stream BTCs, while deeper hyporheic exchange leads to power
law tailing [Haggerty et al., 2002; Drummond et al., 2012; Stonedahl et al., 2012; Aubeneau et al., 2015a]. Here
we showed that covariation between velocity and mixing produces broad travel time distributions and late-
time power law tailing in in-stream tracer BTCs, even in the absence of geomorphic complexity.

Many ecologically important constituents, especially nitrate and phosphate, are enriched in rivers due to a
combination of agricultural, industrial, and municipal discharge [Turner et al., 2003; Allan, 2004; Schlesinger
et al., 2006; Conley et al., 2009; Schoumans et al., 2014; Withers et al., 2014]. Unlike phenomenological models
that lump physical, chemical, and biological processes into reach-scale calibration parameters, the process-
based model presented here explicitly represents vertical patterns in velocity, mixing, and denitrification,
and therefore can be used to discriminate the effects of covariations in flow and denitrification on reach-
scale nitrogen dynamics. Covariation between patterns of hyporheic flow and denitrification causes
exchanged mass with the fastest downstream velocity to be subject to the highest transformation rates,
which reduces both the peak and early-time tail in downstream BTCs of injected nitrate. Conversely, late-
time tailing in BTCs reflects tracer mass that propagates through the bioactive interface, is retained for a sig-
nificant amount of time in the deeper sediment, and returns through the bioactive interface to the water
column. Because the time scales of hyporheic exchange are very broad, the bioactive interface effectively
metabolizes retained mass at all time scales. Further, rapid flushing of the near-surface region relative to
the deeper hyporheic zone causes the bioactive interface to have a disproportionally large effect on in-
stream nutrient concentrations. This is true for all cases where the transformation rate near the SWI is much
greater than at depth (e.g., for both the exponential and bioactive layer cases considered here). Vertical vari-
ability in the denitrification rate, with the greatest rate near the rapidly flushing SWI, causes stronger tem-
pering of in-stream BTC and higher reach-scale nitrogen removal. The set of simulations illustrate the
general importance of vertical patterns of velocity, mixing, and denitrification on reach-scale nitrogen
removal. Our findings are therefore expected to be general for sand and gravel bed rivers and not depen-
dent on the specific values used as simulation conditions.

It should be noted that transformation rates do not always decrease monotonically with depth in the sedi-
ments. Denitrification, in particular, is inhibited by the presence of oxygen [Smith and Tiedje, 1979; Kemp
and Dodds, 2002]. Hyporheic exchange of oxygen can yield a shallow oxic layer where nitrification domi-
nates, and an underlying suboxic or anoxic layer where denitrification occurs [Nielsen et al., 1990; Rysgaard
et al., 1998; Zarnetske et al., 2011b; Marzadri et al., 2012]. The thickness of the oxic sediment layer in aquatic
systems ranges from millimeters to centimeters and can even extend to tens of meters along lateral hypo-
rheic flow paths [Nielsen et al., 1990; Seitzinger et al., 2006; Clilverd et al., 2008; Zarnetske et al., 2011a]. None-
theless, available data suggest that the highest rates of denitrification in river sediments generally occur
very near the SWI [Garcia-Ruiz et al., 1998a; Inwood et al., 2007; Harvey et al., 2013]. This is likely due to for-
mation of anoxic microsites in benthic biofilms and sediments owing to slow delivery of oxygen from the
water column relative to in situ rates of aerobic metabolism [Vervier et al., 1992; Pretty et al., 2006]. The
approach presented here can also be directly applied to solutes other than nitrate, but it is important to rec-
ognize that other constituents may exhibit different patterns of hyporheic biogeochemical transformation
[Jones and Mulholland, 1999; Boano et al., 2014; Battin et al., 2016]. Thus, while the overall approach pre-
sented here is generally valid for coupled stream-hyporheic biogeochemistry, the exact patterns of transfor-
mation of stream-derived solutes have to be evaluated for each constituent of interest. Covariation
between solute transport and microbial metabolism is generally expected to influence biogeochemical
transformation rates in rivers because a number of generally important constituents, such as oxygen and
other electron acceptors, are delivered from the water column and play a critical role in structuring the
hyporheic environment [Battin et al., 2016].

Upscaling of spatially distributed hyporheic processes to reach-scale dynamics has been limited by scarcity
of field data on spatial patterns of hyporheic flow and microbially mediated transformations [Stonedahl
et al., 2010; Harvey et al., 2013; Boano et al., 2014; Cardenas, 2015]. Commonly used models for estimating
reach-scale nutrient dynamics, particularly the TSM and Spiraling models, estimate whole-stream uptake
rates by fitting in-stream BTCs using reach-average uptake rates that are spatially invariant within reaches
[Boano et al., 2014]. Hydrological, geomorphological, and ecological controls on reach-scale nutrient proc-
essing have most commonly been explored by attempting to correlate whole-stream uptake rates with
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individual stream properties such as hyporheic exchange rate, in-stream nutrient concentration, organic
matter concentration, and bed sediment size [Mulholland et al., 1985; Hoellein et al., 2007; Gibson et al.,
2015; Rodriguez-Cardona et al., 2016]. This approach has proven to be very limited: while empirical correla-
tions have captured the effects of major differences in river trophic state and channel morphology, consis-
tent correlations between biogeochemical and hydrological parameters have generally not been found
[Hall et al., 2002; Ensign and Doyle, 2005; Lautz and Siegel, 2007; Boano et al., 2014]. Recently, Gomez-Velez
et al. [2015] upscaled denitrification throughout the Mississippi River network by using independent statisti-
cal distributions of physically driven flow characteristics and spatially uniform denitrification parameters. At
a more local scale, Trauth et al. [2014] calculated hyporheic denitrification rates within a 10 m reach using a
3-D computational fluid dynamics model with highly detailed flow structure but uniform denitrification
parameters. All of these studies assumed that flow and biogeochemical parameters are independent, and
hence involve considerable uncertainty when upscaling reach-scale dynamics [Boano et al., 2014]. The
results presented here suggest that both correlation-based and physics-based approaches that do not
explicitly consider covariations between hydrological and biogeochemical process rates will be unable to
adequately relate reach-scale dynamics to spatially distributed processes in the hyporheic zone. In particu-
lar, assuming that hyporheic biogeochemical process rates are independent of hyporheic flow patterns will
underestimate whole-stream transformation rates for cases where there is high microbial activity just at or
below the SWI, in the region where hyporheic exchange is enhanced by turbulent pore water transport.

We used Little Rabbit Creek, an agricultural headwater stream, as an example since this is one of the few
locations where spatial patterns in hyporheic denitrification have been directly measured in situ [Garcia-
Ruiz et al., 1998a; Inwood et al., 2007; Harvey et al., 2013]. In this stream, the hyporheic denitrification rate
decreases exponentially with depth. Our simulations showed that linearly upscaling in situ transformation
rates while assuming hyporheic denitrification to be spatially invariant underestimates whole-stream rates
by factor of 7. Because conventional reach-scale models are unable to adequately relate reach-scale dynam-
ics to spatially distributed processes in the hyporheic zone, a similar degree of mismatch is expected for all
streams and rivers with a well-flushed, highly bioactive layer at the SWI, and more generally in cases where
microbially mediated transformation is greatest near the streambed surface and decreases substantially
with depth.

Beyond the fundamental profiles of velocity, mixing, and denitrification across the SWI considered here, riv-
ers also exhibit multiscale complexity in patterns of hyporheic flow, microbial communities, and biogeo-
chemical conditions [Cardenas, 2008; Buffington and Tonina, 2009; Stonedahl et al., 2010; Boano et al., 2014;
Harvey and Gooseff, 2015; Battin et al., 2016; Caruso et al., 2016]. Hyporheic exchange can be driven by a
number of factors, including bed forms, logs, aquatic vegetation, and spatial and temporal changes in river
channel geometry [Thibodeaux and Boyle, 1987; Nepf, 2004; Sawyer et al., 2011; Boano et al., 2014]. Ground-
water upwelling reduces hyporheic exchange and shrinks the bioactive layer where denitrification occurs,
whereas downwelling extends the hyporheic zone and the region of denitrification [Storey et al., 2004; Fox
et al., 2014; Trauth et al., 2014; Fox et al., 2016]. Nonetheless, covariation between hyporheic flow and deni-
trification is still generally found in upwelling and downwelling reaches [Lansdown et al., 2014; Trauth et al.,
2014; Lansdown et al., 2015] and is generally expected in sand and gravel bed rivers. Therefore, spatial
covariation of the type shown here is generally expected to be important in sand and gravel bed rivers,
except for the extreme cases where hyporheic reaction rates are much faster than even the most shallow
benthic/hyporheic residence times, such that all nutrients are completely removed from pore water before
being exchanged back to the water column.

The results presented here indicate that small-scale (<25 cm) spatial covariation between flow and micro-
bially mediated transformations are important for reach-scale biogeochemistry (1001 m). Characterizing
these features in streams and rivers will require dedicated field campaigns to collect data that adequately
resolve both hyporheic flow and transformation processes, as well as development of upscaled models that
explicitly consider coupling between these processes. While data are increasingly available on spatial pat-
terns in the transport of conservative tracers and nutrients (e.g., from coinjection of bromide and 15N-
labeled nitrate), datasets that include colocated, contemporaneous measurements of hyporheic flow, nutri-
ent transport, and biogeochemical transformations are generally lacking. To better evaluate controls on
hyporheic transformation rates and improve prediction of whole-stream uptake rates, we recommend
increased synergy of hydrological, biogeochemical, and microbiological field investigations. In particular,
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we recommend detailed observations of spatial patterns of pore water transport, microbial activity, and bio-
geochemical transformation rates throughout the hyporheic zone, because interactions of these processes
directly influence large-scale nutrient dynamics. Improved predictions of reach-scale and network-scale
nutrient dynamics will then require integrating surface and subsurface measurements with either spatially
explicit models or statistical approaches that adequately capture covariations in the underlying process
rates. Because it is not possible to directly integrate either hyporheic flow processes or biogeochemical pro-
cesses over the relevant range of scales in river systems [Boano et al., 2014; Harvey and Gooseff, 2015], the
most feasible approach will likely be to develop a hybrid model with explicit representation of spatial struc-
ture to the maximum computationally feasible scale and statistical closure schemes for sub-grid-scale pro-
cess coupling. The results presented here show that such a multiscale approach for physical-
biogeochemical hyporheic process coupling is needed to properly assess relationships between local and
upscaled hyporheic process rates in cases where pore water velocity, mixing, and transformation rates
covary.
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